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Preface

Katharina Wedel prepared this study while she was working at the Center for the Economics
of Education at the ifo Institute. The study was completed in September 2023 and accepted
as doctoral thesis by the Department of Economics at LMU Munich. It consists of four distinct
empirical essays that address various aspects of the economics of education. Chapter[2sheds
light on the interaction of two inputs into the education production function: instruction time
and teacher qualifications. The results show that teacher qualifications play a moderating
role for the effect of instruction time on student achievement. Chapter[3|examines dropout
from a mentoring program designed to help disadvantaged adolescents and analyzes a pro-
gram agency’s cost-benefit trade-offs in the decision to target additional interventions to
prevent dropout. Chapter[4]investigates public opinion towards targeted financial support
and the role of external circumstances compared to own effort for (educational) success. This
chapter shows how information on the differences in academic-track attendance by parental
background in Germany increases the perception that external circumstances determine
educational success, and private donations to charities but does not affect demand for redis-
tributive education spending. Finally, chapter[5|studies the consequences of technological
change on individuals’ labor-market expectations and their intentions to participate in fur-
ther training. Experimental results show that information about the automatability of one’s
occupation affects labor-market expectations and increases the likelihood to participate in
further training and retraining.

Keywords: Education Production Function, Instruction Time, Student Achievement,
Teacher Qualifications, Program Dropout, Prediction, Machine Learning,
Information, Survey Experiment, Charitable Donations, Policy Prefer-
ences, Automation, Further Training, Labor-Market Expectations

JEL-No: C21, C53, D04, D63, D64, D83, H11, H52, 121, 124, 125, 129, J24, 033
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1 Introduction

1.1 Economics of Education: Returns, Production, and Public
Opinion

Education stands as a cornerstone for the future prosperity of economies, not only providing
individuals a path to individual labor-market success and well-being, but also functioning as
a crucial determinant of economic growth on a larger scale. This recognition of education’s
pivotal role in shaping both individual outcomes and broader economic prosperity has led to
a surge in scholarly attention on the economics of education (Hanushek et al.,[2016).

The concept of human capital, viewed as the stock of skills and knowledge embodied in an
individual determining productivity, has gained remarkable significance in the discourse
surrounding economic growth. Scholars such as Hanushek and Woessmann (2012,2015) have
underscored the connection between human capital and long-term economic advancement.
In the realm of the macroeconomics literature, the determinants of economic growth have
been subject to extensive exploration. Various theoretical growth models have emphasized
distinct mechanisms by which education influences economic growth. The most basic model,
the Solow-Swan growth model by Solow (1956) and Swan (1956), relates economic output to
capital and labor. Building upon this model, the augmented neoclassical growth model by
Mankiw et al. (1992) incorporated human capital as an integral factor for economic growth: in
this model, human capital increases through accumulation of education, thereby raising the
steady-state level of income. Different from this model are the endogenous growth models: in
these models, human capital increases the innovative capacity of the economy and generates
economic growth through the creation of new technologies (Lucas,|1988; Romer,|1990; Howitt
and Aghion,|1998).

Attheindividual level, the literature has shown the profound influence of higher human capital
on improved outcomes such as higher wages and lower unemployment. This exploration
traces its origins back to the 1950s to the seminal contributions of Mincer (1958), Schultz (1961),
and Becker (1962), containing theoretical and empirical work. They formalized individuals’
cost-benefit considerations with respect to their educational investment decisions as a trade-
off between the benefits and the direct as well as indirect costs of education. The costs consist
of monetary costs, such as tuition fees or schooling material, and time or opportunity costs,
such as foregone earnings. Their groundbreaking work laid the foundation for a vast realm of
research on education within the field of economics, setting the stage for the formulation of
the human capital theory, which culminated in Becker’s pioneering work in 1964.

Improving Educational Outcomes 1



1 Introduction

The far-reaching impacts of education span not only improved pecuniary outcomes such
as higher wages, but also non-pecuniary outcomes and outcomes unrelated to the labor
market, such as health outcomes. Many studies, such as Card (1999) and Heckman et al.
(2006), have substantiated the influence of individuals’ human capital on wages. Beyond
financial metrics, this impact extends to aspects such as unemployment, where research by
Ashenfelter and Ham (1979) and Nickell (1979) has demonstrated the substantial role played
by human capital. Similarly, the realm of health has not remained untouched, with research
by Cutler and Lleras-Muney (2006) and Lochner (2011), among others. In addition, an increase
in educational achievement has been shown to lead to a decrease in future occurrences of
violent and property crimes (Lochner,2020).

For a long time, human capital was measured by the average years of schooling in empirical
work. However, this measure assumes that, regardless of the education system, a year of
schooling yields the same increase in skills and knowledge (Hanushek and Woessmann,|2021).
Recent advancements have shifted the focus from mere years of education to more nuanced
metrics, such as student cognitive skills measured through standardized achievement tests in
mathematics, science and reading (see e.g., Hanushek and Woessmann, 2011).

Closely related is the literature on educational production, which posits that certain inputs are
related to skill and human capital through a production function, as established by Hanushek
(1986). This line of literature focuses more on the determinants and sources of human capi-
tal and skills. Among the commonly studied inputs are family attributes, individual ability,
and the quality and quantity of school inputs, such as school resources and teacher quality
(Hanushek,2020). The usual outcome is student achievement, frequently measured by stu-
dents’ test scores. At the institutional level, the educational production is influenced by factors
like tracking (Hanushek and Woessmann, 2006), school accountability mechanisms, such
as standardized testing with external comparison compared to internal testing (Bergbauer
et al.,[2021), expenditures (Jackson et al.,[2016,2021), and preferences (Figlio et al.,[2019;
Hanushek et al.,[2022). Similarly, at the school level, numerous factors come into play, each
with the potential to influence students’ educational outcomes. Factors such as class size
(Woessmann and West, 2006; Angrist et al.,2019), teachers (Chetty et al.,2014; Hanushek et al.,
2019), teaching methodologies (Schwerdt and Wuppermann, 2011; Bietenbeck,[2014), and
instruction time (Lavy,[2015; Rivkin and Schiman,[2015) have gathered extensive attention in
the literature. Chapter[2of this dissertation adds to this literature by examining the interaction
between two of these factors: instruction time and teacher qualifications. In this chapter, |
find a positive impact of instruction time on students’ test scores across all countries, which
is significantly larger for students with better qualified teachers. Investigating effect hetero-
geneity across countries, | find that instruction time has no significant effect in developing
countries on average, but it increases students’ test scores when taught by a highly qualified
teacher also in these countries. Several developing countries have already expanded school-
ing opportunities but often the majority of students still does not reach the threshold of basic
literacy of 400 test score points (Hanushek and Woessmann,[2015). In lower-middle-income
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1 Introduction

countries and low-income countries, for example, the share of students not reaching basic
skill levels is 81.3 and 90.5 percent, respectively (Gust et al.,2022). Thus, developing countries
still lag behind developed countries in terms of student achievement. Finding ways to improve
student achievement in developing countries therefore helps address inequalities between
countries or regions.

However, not only institutional factors and resources play a role in determining students’
outcomes. Educational success, especially in Germany, depends to a large extent also on
family background, such as parental socio-economic status (Schiitz et al.,2008; Woessmann
et al.,2023). This link results in a concerning persistence of unequal educational outcomes,
which inadvertently reinforces preexisting societal inequalities. In response, researchers,
policy-makers, and other agents such as non-governmental organizations, are prompted to
explore avenues that can alleviate the stark inequality prevalent in educational attainment.

A growing part of the literature focuses on interventions offered through (non-profit or non-
governmental) organizations that aim at improving the outcomes of disadvantaged children
outside the school context, often in the form of tutoring or mentoring programs. Examples are,
among others, the “Pathways to Education” program offered by the Regent Park Community
Health Centre, a non-profit, community-based organization in Toronto, the “Becoming A Man”
program by the Chicago non-profit Youth Guidance, or the mentoring program by the interna-
tional social franchise Rock Your Life!. These organizations aim not only for an improvement
in student achievement but also for an enrichment in students’ social environment through
the provision of social programs and interventions that provide disadvantaged children with
better opportunities. Benefits from such program attendance for the participating children
have been established in the literature (Rodriguez-Planas, 2012; Heller et al.,[2017; Oreopoulos
etal.,2017; Kosse et al.,2020; Resnjanskij et al.,2024). In addition to the participants’ perspec-
tive, it also provides valuable insights to focus on a program agency’s perspective. As these
social programs are frequently publicly funded, it is important to use the resources in the
best possible and most effective way which is why identification of students at risk of dropout
becomes crucial. Chapter[3ladds to this literature by examining a program agency’s optimal
behavior for targeting additional interventions to counteract the threat of dropout from a
social program, such as a mentoring program, that is designed to help disadvantaged children.
Preventing dropout from social programs is important to preclude adverse consequences
for participants, such as negative emotions, lower self-esteem, a higher likelihood to skip
school, and increased alcohol consumption. Often, the most disadvantaged students who
would benefit most from participation have a higher dropout risk which makes it crucial to
think about interventions that prevent dropout.

Furthermore, governments often provide education and influence student outcomes by set-
ting the institutional structure of a country’s education system as well as the allocation of
resources to schools. These processes are intricately linked to the political process: the
outcome of democratic elections profoundly influences the way educational resources are
distributed and institutional structures are shaped. This underlines the central role played
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by public opinion in determining the trajectory of education policies. Understanding the
factors that drive public opinion regarding education becomes also important in addressing
inequalities. Eliciting public opinion not only sheds light on the prevailing attitudes of the pop-
ulation but also potentially informs about public support for governmental strategies aimed at
mitigating inequalities related to students’ socio-economic status. By eliciting the preferences
of the public, a deeper understanding can be gained regarding the factors that contribute to
these opinions. Thus, the interconnectedness of educational outcomes, political systems,
and public opinion is of high importance. It not only underscores the need to understand
and address the mechanisms perpetuating educational inequalities but also highlights the
significance of public perceptions in shaping educational policies and efforts to rectify existing
inequalities. Chapter[4]adds to this topic by analyzing how providing information about differ-
ences in academic-track attendance rates between students from more and less advantaged
backgrounds in Germany might have implications for public approval of targeted financial
support. We do this by examining individuals’ donation decisions to charities supporting
students from disadvantaged backgrounds as well as support for governmental redistributive
education spending as outcome measures.

Finally, inequalities do not only appear in childhood and adolescence, but also in adulthood.
Due to therise of automation, a pressing concern emerges, for example, regarding the unequal
impact of technological and structural change on different parts of the population: the de-
mand for skills differentially changes due to technological advancements (Dauth et al.,2021;
OECD,[2021). This inequality prompts crucial questions about the government’s potential
interventions to counteract the unequal consequences on labor-market outcomes. Since
researchers and policymakers argue that further training for adults is a potential strategy
to empower individuals with skills relevant to the changing labor-market requirements and
to mitigate the impacts of technological change, it is important to understand the public’s
attitudes and opinion regarding their perceived vulnerability to automation, the drivers of
further training participation and their support for policies targeted at those most affected
by technological and structural change. Chapter[5]adds to this topic by examining these
questions. Understanding the public’s opinion not only informs policy decisions but also
holds the potential to shape effective strategies that alleviate inequalities arising from the
influence of technological change and automation.

The remainder of the introduction of this dissertation is structured as follows: section
provides an overview of the data used in this dissertation. | use international and national sur-
vey data for the analyses. Section[1.3|describes the empirical methods used (randomization,
fixed effects estimation and novel Machine Learning (ML) methods). Section[1.4|concludes
by providing an overview of the four chapters that constitute this dissertation and the policy
implications that can be drawn from these.
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1.2 Data

This section describes the data sources that | use in this dissertation: the Trends in Inter-
national Mathematics and Science Study (section|1.2.1), the data from the evaluation of a
mentoring program in Germany (section|1.2.2), and the ifo Education Survey (section|1.2.3).

1.2.1 Trends in International Mathematics and Science Study

Chapter[2Juses data from the Trends in International Mathematics and Science Study (TIMSS)
which is a data source for international student assessments. TIMSS conducts international
large-scale assessments of students’ skills in mathematics and science and is administered
every four years since 1995. Participating countries are, for example, developing countries
(such as Chile, Oman, and Saudi Arabia) but also developed countries (such as France, the
United States of America, and Japan). TIMSS samples entire classes and provides students’
test scores as well as information on student, teacher, and school characteristics gained
through linked questionnaires from students, parents, teachers, and school principals (Martin
et al.,[2016; TIMSS,2019).

1.2.2 Datafrom a Mentoring Program

Chapter [3|uses data from an evaluation of a mentoring program called Rock Your Life! in
Germany (see Resnjanskij et al.,[2024). This mentoring program assigns students from eighth
and ninth grade in lowest-track secondary schools in Germany (mentees) to university students
(mentors). The evaluation study consists of students from rather disadvantaged backgrounds
who were assigned a mentor, i.e., to the treatment group, but also of students who were part
of a control group and thus were not assigned a mentor. Chapter[3juses the data on students
who were assigned a mentor only. The data comprises information on the students’ family
background and their household composition, information about school-related topics, such
as grades and school hours, as well as personal characteristics, such as the Big Five personality
traits, and information about the mentoring relationship, such as whether the relationship is
still active one year after the program start.

1.2.3 ifo Education Survey

Chapters[dand[5|use data from the ifo Education Surveys 2019 and 2022, respectively. The ifo
Education Survey is an annual, representative opinion survey in Germany conducted since
2014 (Freundl et al.,2023). It is a repeated cross-section of participants aged 18 and older. The
sample is drawn according to quotas to be representative of the German adult population. In
recent years, respondents were sampled through an online platform, and they answered the
questions online on a personal device. In addition to opinion questions about topics related
to education, the survey collects a variety of respondents’ background characteristics. Often,
the survey includes randomization of respondents in treatment and control groups, where
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the treatment group is provided with additional information while the control group is not
(see also section[1.3.1]for an overview of survey experiments). Comprehensive explanations
of specific attributes of the distinct survey waves can be found within the corresponding
chapters (chapters/dland[5).

1.3 Empirical Methods

This section describes the empirical methods used in this dissertation. First, | will discuss
survey experiments (section[1.3.1). Second, | will describe the use of student fixed effects as
an identification strategy since exploiting random assignment to groups is not always possible
(section[1.3.2). Third, I will briefly mention ML methods (section[1.3.3).

1.3.1 Survey Experiments

The use of survey experiments has become popular among economists over the past years
(Haaland et al.,2023). The concept behind these experiments involves randomly selecting one
or several subsets of participants to receive varying versions of the same question. More specif-
ically, chaptersf4land[5|use information provision experiments in online surveys, in which
a randomly chosen subgroup is provided with information while the other subgroup is not.
Thus, these experiments are particularly suited to understanding how providing information
to participantsinfluences their beliefs, preferences, and decision-making processes. Since out-
side a controlled setting information acquisition is likely endogenous, the random assignment
of information to a treatment group provides a good solution to construct counterfactuals
and cleanly identify causal effects of information provision.

Survey experiments are basically field experiments, recording respondents’ stated preferences
and usually observing participants in their natural environment. One must acknowledge that
biases might arise from non-random selection into participation in an online survey. However,
participation costs in (online) survey experiments are low because travel costs to laboratories
asin lab experiments are not an issue since respondents can participate using their personal
devices. Thus, we can draw from a quite diverse pool of participants. In addition, when
conducting the survey, we also make sure that the sample reflects the German population
using quotas for gender, age, state, education level, and employment status. Furthermore,
Grewenig et al. (2023) find that when using re-weighted non-probabilistic internet surveys,
the response patterns closely resemble those of mixed-mode surveys, both statistically and
quantitatively.

1.3.2 Student Fixed Effects Model

To ascertain the causal effect of instruction time on student achievement which is the aim
in chapter[2] it is necessary to have exogenous variation that remains uncontaminated by
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any hidden disparities among schools and students. Just examining a simple correlation
between instruction time and student achievement is not suited to estimate the causal effect
of instruction time on student achievement because it is unlikely that students with different
background characteristics and ability are randomly assigned to classes or subjects with differ-
ent instruction time. For example, if students who tend to perform better in a specific subject
are assigned more instruction time in that specific subject, the estimated relationship will be
upward-biased. Controlling for observable characteristics, such as students’ socio-economic
background or their gender, is also unlikely to yield causal estimates. Unobservable character-
istics, such as student ability, might still bias the estimates if they affect student achievement
and if they are correlated with instruction time. As a solution, | follow the literature that
addresses concerns of unobservable characteristics and student sorting (e.g., Metzler and
Woessmann, 2012; Bietenbeck et al.,[2018) and use a student fixed effects model. With that
model, | exploit within-student between-subject variation which controls for unobservable
characteristics such as student ability. The appeal of this model stems from the fact that
students have the same general skill level in two subjects and are exposed to the same school
environment in both subjects.

1.3.3 Machine Learning Methods

ML methods are increasingly used in the economics literature (Currie et al.,[2020). Chapter|3]
and part of the analyses in chapter[4]also use ML methods. While ML is a vast field, I limit the
overview in this section to the methods used in this dissertation.

In chapter[3} the main aim is to generate predictions of an outcome variable using many input
variables. To do so, the chapter mainly uses two supervised ML methods: the Least Absolute
Shrinkage and Selection Operator (LASSO) and the Random Forest. These two models are used
to learn the relationship between a range of information about adolescents participating in a
mentoring program on the one hand, such as information about the family background and
the household composition, information about school-related topics, as well as personal char-
acteristics, and dropout from the mentoring program on the other hand. These predictions
from ML methods are then used in a model set up to describe a program agency’s decision to
target additional interventions to reduce dropout. Detailed descriptions about the methods
can be found in chapter[3

Chapter[4| uses causal ML. More specifically, it uses a Causal Forest algorithm building on
the Random Forest to estimate Conditional Average Treatment Effects (CATEs) which are the
predicted treatment effects for out-of-sample observations. This data-driven approach allows
the researcher to detect heterogeneous effects in subgroups and to capture high-dimensional,
more complex combinations of covariates that might have been missed otherwise.
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1.4 Chapter Overview

This section provides a short summary of the four essays that are part of this dissertation
and delves into the resulting policy implications. Each essay corresponds to one chapter, is
self-contained, and can be read independently. Chapter[2sheds light on the interaction of
instruction time and teacher qualifications, two inputs into the education production function.
Chapter [3|examines dropout from a mentoring program designed to help disadvantaged
adolescents and analyzes a program agency’s cost-benefit trade-offs in the decision to target
additional interventions to prevent dropout. Chapter[4]investigates public opinion towards
targeted financial support and the role of external circumstances compared to own effort
for (educational) success. Chapter[5|studies the consequences of technological change on
individuals’ labor-market expectations and their intentions to participate in further training.

Chapter[2]investigates two inputs to the education production function: instruction time and
teachers. Thus, this chapter focuses on the interaction between the quantity and the quality
of instruction. | use international TIMSS data from 2015, as described in section[1.2.1] and
exploit within-student between-subject variation by implementing a student fixed effects
model, as described in section[1.3.2] | find that on average, an additional hour of instruction
time has a positive impact on students’ test scores across all countries. Importantly, these
effects of instruction time are significantly larger for students with better-qualified teachers.
Teacher qualifications are measured through participation in professional development in
the relevant subject, possessing a Bachelor’s degree (or higher) with the relevant subject as
the major subject, teacher education with a specialization in the subject, as well as teaching
experience (in years). While instruction time has no significant effect in developing countries
on average, it increases students’ test scores when taught by a highly qualified teacher also in
developing countries.

Findings from prior literature and the findings of chapter[2 highlight that instruction time
stands as an important factor in enhancing student achievement. Notably, the qualifications
of teachers significantly influence the impact of instruction time on students’ academic out-
comes. This positive synergy between instruction time and teacher qualifications also holds
importance for policy considerations: the simplicity of slightly extending instruction time
underscores its feasibility for implementation, offering a straightforward avenue to enhance
student achievement. However, given the financial implications associated with additional
instruction time, policymakers must ascertain its cost-effectiveness. The outcomes of chapter
2] suggest that the link between instruction time and teacher quality is integral to student
achievement and that teacher qualifications should be considered as well, especially in devel-
oping countries. This insight underscores the essential interplay between these factors and
emphasizes their combined influence on student success.

Chapter[3|analyzes dropout from a mentoring program from a program agency’s perspective.
This project is joint work with Sven Resnjanskij. Using ML algorithms (see section|1.3.3), we
predict participants’ dropout risk. We find that important variables for predicting dropout

8 Improving Educational Outcomes



1 Introduction

are adolescents’ family environment, the student’s math performance, and personal charac-
teristics such as self-efficacy and engagement in extracurricular activities. Through a model
analyzing the cost-benefit considerations of the agency, we highlight how a program agency
can make use of dropout risk predictions and can optimally respond to the threat of program
dropout. We demonstrate that even algorithms with relatively low predictive power can still
result in a considerable increase in expected program returns.

Understanding dropout from an agency’s perspective is of high importance given the typically
large scale and frequent public funding associated with mentoring programs. This emphasizes
the need to maximize the use of these resources, while also deploying efficient interventions
that reduce the risk of dropout after enrollment, making it essential to identify students at risk
of dropping out. Moreover, the significance of preventing dropout extends beyond individual
programs; it has far-reaching implications for the aggregate sum of foregone benefits. Conse-
quently, establishing strategies and interventions aimed at mitigating and preventing dropout
becomes a crucial agenda for both policymakers and researchers alike to help disadvantaged
adolescents.

Chapter[4examines how perceptions of differences in education outcomes of students from
more and less advantaged parental backgrounds shape preferences for private donations
and for redistributive education spending as well as respondents’ view of the role of external
circumstances and effort for educational success. This chapter is joint work with Elisabeth
Grewenig and Katharina Werner. In this chapter, we use a survey experiment (see section
among the German adult population and find that information about the correlation
of parental background and academic-track attendance of students strongly increases the
perception that external circumstances rather than effort determine educational success.
These effects persist in a follow-up survey conducted two weeks later. Importantly, informa-
tion provision also significantly increases private donations to charities supporting students
from disadvantaged socio-economic backgrounds but does not affect the demand for redis-
tributive education spending by the government. This pattern of results may be explained by
differences in the perceived transparency regarding the opportunity costs of funds used in
both spending decisions.

Our findings show that the provision of information about prevailing inequalities does not
inherently fail to evoke specific support for individuals from disadvantaged backgrounds.
Instead, the support appears to decline when asked about preferences for governmental
redistribution in terms of educational expenditures. Nevertheless, the outcomes shed light on
adistinct trend - respondents display a genuine concern regarding the educational differences
among students from different socio-economic backgrounds, as evidenced by variations in
academic-track attendance rates. This concern translates into a willingness to extend assis-
tance through charitable donations. Consequently, even if respondents’ attitude towards
advocating increased redistributive education spending remains unaltered through informa-
tion provision, the act of informing them about inequalities, particularly linked to parental
backgrounds, emerges as a promising avenue for raising their involvement and engagement.
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Chapter[finvestigates how beliefs about the automatability of one’s occupation affect individ-
uals’ labor-market expectations and their willingness to participate in further training. This
chapter is joint work with Philipp Lergetporer and Katharina Werner. This chapter uses data
from the ifo Education Survey 2022 (see section[1.2.3). In the online survey, we find that re-
spondents on average underestimate the automatability of their occupation, especially those
in high-automatability occupations (i.e., those in occupations with an automatability above
50 percent). In a survey experiment (see section , we randomly provide a treatment
group with information about the automatability of respondents’ occupations which increases
their concern about the future and expectation of changes in their work environment. More
importantly, the information increases respondents’ willingness to participate in further train-
ing, especially among workers in high-automatability occupations by five percentage points,
nearly closing the gap to those in occupations with low automatability.

The findings of chapter[5|underscore the potential benefits of disseminating information re-
garding the automatability of various occupations to the public. Such efforts could effectively
enhance awareness regarding the potential consequences of technological advancements
on the labor market, particularly for individuals working in occupations highly susceptible
to automation. This, in turn, could stimulate a forward-looking response by motivating indi-
viduals to engage in further training initiatives. By proactively preparing themselves for the
evolving demands accelerated by technological shifts, individuals could position themselves
more effectively within changing requirements.
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2 Instruction Time and Student Achievement: The
Moderating Role of Teacher Qualifications]

2.1 Introduction

Quantity and quality of instruction are essential for students’ educational achievement. On
the one hand, instructional quantity has a positive impact on a student’s achievement (e.g.,
Lavy, 2015; Rivkin and Schiman,|2015). On the other hand, instructional quality has proven
to be important for student achievement (e.g., Rockoff, 2004; Hanushek and Rivkin,[2006).
Hence, there may be complementarities between the quality and quantity of instruction:
more instruction time will probably be of even larger benefit if teachers use the additional
time efficiently, e.g., by covering new or revising old content instead of using the time for
classroom management or administrative tasks. Thus, more instruction time leads to better
performance if teachers actively use the time for teaching. Furthermore, it is important how
well a teacher knows the subject and how well she is able to explain it to her students (Carroll,
1989). Patall et al. (2010) also state that “the effectiveness of instruction” (p. 430) can influence
whether additional time at school affects students’ outcomes, and if so, whether the effect is
positive or negative.

The effect of instruction time might go in different directions. On the one hand, additional
instruction time in a subject might give the teacher the opportunity to cover more material,
analyze and discuss it in more detail, take the time to answer students’ questions, and combine
concepts that arise in different classes (National Center on Time & Learning,[2017). On the
other hand, students might get to a point where more instruction time and thus more input
is harmful since they are unable to absorb further information. Some pupils might even get
bored, especially the already high-performing students. Andersen et al. (2016) argue that
students need to be motivated to follow and focus on what they are being taught to achieve
long-term success so that they can benefit from the extra instruction time. The authors explain
that students need self-control to focus. However, students’ ability to concentrate decreases
with more instruction time, making it more difficult for them to pay attention and control
their emotions and thoughts. Ultimately, students might become less focused and even more
aggressive (Andersen et al., 2016).

" This chapter is based on the paper: Wedel, K. ‘Instruction time and student achievement: The moderating
role of teacher qualifications.” Economics of Education Review, 85, 102183,2021. https://doi.org/10.1016/
j.econedurev.2021.102183.
(©) This manuscript version is made available under the CC-BY-NC-ND license https://creativecommons. or
g/licenses/by-nc-nd/4.0/
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2 Instruction Time and Student Achievement

In this paper, | study to what extent the effect of instruction time on student performance is
moderated by the quality of teachers. | add instructional time as an input to the education
production function and interact its effect with teacher qualifications. | use a student fixed
effects model which accounts for observable and unobservable individual-specific factors,
such as unobserved ability, and exploit within-student between-subject variation to identify
the effect of an additional hour of instruction time on test scores.

| use data from the 2015 Trends in International Mathematics and Science Study (TIMSS) which
contain two observations for each student, one in math and one in science. My main outcome
variable is students’ test scores in math and science as a measure of their cognitive skills.
The main independent variable is the instruction time in these subjects, measured in hours
per week. Instruction time is defined as the “amount of time during which students receive
instruction from a classroom teacher in a school [...] context” (UNESCO, 2023). It does not
include teacher training days, holidays, breaks at school, or learning time outside of school,
such as time for homework and tutoring.

My results show that teacher qualifications play a moderating role for the effect of instruc-
tion time on student achievement. In the student fixed effects model, | regress student test
scores on instruction time as well as on teacher qualifications and their interactions. On
average, across all countries, one hour more instruction time leads to 0.030 standard devi-
ations higher test scores, with boys (0.037 standard deviations) benefiting more than girls
(0.024 standard deviations). It isimportant to note that the effect varies according to teachers’
formal qualifications: it is larger for students with better qualified teachers. On average, the
effect of instruction time on student achievement by a highly qualified teacher is 0.042 to
0.058 standard deviations, depending on which teacher qualification is considered. These
teacher qualifications are measured in terms of participation in professional development, a
Bachelor’s degree (or higher) with the relevant subject as a major subject as well as teacher
education with a specialization in the relevant subject.

The moderating role of teacher quality is particularly telling in understanding the effect of
instruction time in developing countries. As in a previous analysis of Programme for Inter-
national Student Assessment (PISA) data by Lavy (2015), | find that the effect of instruction
time is larger for students in developed countries than in developing countries. In fact, for
an extended sample of developing countries covered by TIMSS, including countries in the
Middle East, the average effect of instruction time in developing countries is not statistically
significant and close to zero. However, also in developing countries, instruction time by a
highly qualified teacher increases test scores by 0.016 to 0.027 standard deviations.

| verify the robustness of my results using a series of varying specifications. First, | apply a
within-teacher specification to rule out bias due to unobserved teacher characteristics. The
results are robust: the coefficients are slightly larger than those in the main specification.
Furthermore, the results are robust to including a squared term of instruction time, as well as
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to restricting the sample to schools that do not track students into different classes according
to their ability.

In addition to test scores, | also examine whether more instruction time in a subject affects stu-
dents’ motivation and attitude towards that subject. On the one hand, additional instruction
time in a subject can cause a student to become tired of that subject which does not neces-
sarily lead to lower test scores but instead students may develop an aversion to the subject.
On the other hand, more instruction time may encourage students to enjoy the subject even
more since they are able to go into more detail about specific content. My results suggest that
more instruction time leads to a more positive attitude towards the subject. However, this
attitude effect is not influenced by the qualifications of teachers.

This paper is organized as follows: section[2.2]presents the related literature, followed by a
description of the data in section[2.3]and of the empirical strategy in section[2.4] The empirical
results are presented in section[2.5 Section[2.6]concludes.

2.2 Literature

This paper lies at the intersection of two strands of the literature: the one on the impact of
instruction time on student achievement and the one on teacher quality and qualifications
and how these relate to a student’s achievement.

Recent literature on the impact of instruction time on students’ test scores mostly finds a
positive impact. This paper mainly relates to two recent articles which use international data.
First, Lavy (2015) examines the effect of instruction time in 50 different countries using the
2006 PISA study, which evaluates students in math, science, and reading. Applying student
fixed effects, Lavy (2015) finds that an increase in instruction time of one hour on average
leads to 0.06 standard deviations higher test scores Second, Rivkin and Schiman (2015) use
2009 PISA data and apply a student fixed effects model that exploits variation in instruction
time within schools across subjects, or across grades. They find that increasing the weekly
instruction time by one hour leads to test scores that are 0.02 to 0.03 standard deviations
higher. In addition, they show that better classroom environment in terms of student behavior
and teacher-student interaction enhances the positive effect of additional instruction time
(Rivkin and Schiman, 2015).

Other studies use national data. Bingley et al. (2018) apply the same methodology as Lavy
(2015) and Rivkin and Schiman (2015) to Danish administrative data. Bingley et al. (2018),

1 Cattaneo et al. (2017) replicate Lavy’s (2015) study, applying the same methodology to PISA data for Switzer-
land. Their focus on only one country has the advantage of allowing them to examine the effects of distinct uses
of instruction time in a context with very similar curricula and educational objectives which do not cause biases
(Cattaneo et al.,|2017). They also deviate from the approach employed by Lavy (2015) by using official teaching
times recommended by the education authorities instead of data reported by students.
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in comparison, use data for three cohorts of students in each grade throughout their entire
compulsory education. Hence, they focus on the accumulated time from one grade to the
next. These effects are about twice as large as those based on the time of only one grade.

Further studies focus on the length of the school year. Some of these use exogenous variation
in instruction time due to school closures or weather-related absences as an instrument
for instruction time (Marcotte, 2007; Goodman, 2014) and find adverse effects of a lack of
instruction time on student achievement. Besides, Aucejo and Romano (2016) compare the
effectiveness of an extension of the school year by ten days to a reduction in absences by a
similar amount and show that the latter results in higher gains in terms of test scores in math
and reading.

Several other studies examine the length of the school day. Figlio et al. (2018) document
positive effects from the provision of additionalinstruction timein literacy on students’ reading
scores in Florida. Similarly, Battistin and Meroni (2016) find positive effects on math test scores
dueto an expansion of math and reading instructionin lower secondary schoolsin Italy. Meroni
and Abbiati (2016) exploit the same expansion in Italy and show that girls’ attitude towards
math increases while boys’ attitude decreases due to increased instruction time in that subject.
In addition, Bellei (2009) studies the transition from part-time to full-time school days in Chile.
His findings also suggest a positive impact on student achievement in math and reading.
Further studies exploit school reforms, for example in Germany, which led to an increase in
the number of weekly hours of instruction in academic-track high schools (Dahmann,2017;
Huebener et al.,[2017). These authors find small but positive effects of instructional hours.
Andersen et al. (2016) use a randomized controlled trial (RCT) in which some schools were
randomly assigned more instruction time. They find that a student’s reading performance
increases by 0.15 standard deviations due to an increase in instruction time. In addition, Wu
(2020) disentangles the effects of instruction time in hours per day and days per year to focus
on the distribution of instructional hours. He finds that it is rather the length of the school
day that drives the positive effect on student achievement than the length of the school year.

The second strand of the literature to which this paper refers is concerned with the impact
of teacher quality and qualifications on student achievement. Teacher quality is found to
be a major driver and determinant of student achievement and has often been measured in
terms of teacher value-added (e.g., Hanushek, 1971} Rivkin et al.,[2005; Koedel et al., 2015),
assessing the quality of a teacher in terms of the gain in student achievement from one year
to another. Chetty et al. (2014), for example, find that an increase in teacher value-added by
one standard deviation results in 0.14 standard deviations higher student achievement in
math. Even though Hanushek and Rivkin (2010) state that experience and education only
“explain little of the variation in teacher quality” (p. 267), other studies have focused on
teacher qualifications, such as certification and college major, an approach that | follow due to
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data constraints | The evidence on the relationship between student achievement and these
teacher qualifications is rather mixed as | will present below: one part of the literature finds
no returns to better qualified teachers (e.g., Hanushek,|1986; Rivkin et al.,[2005) while others
find positive effects on student achievement (e.g., Goldhaber and Brewer, [2000; Clotfelter
et al,, 2007) However, in the public debate and politics, certain teacher qualifications are
required in recruitment processes and play a major role in compensation and tenure decisions
(e.g., Podgursky and Springer, 2007; Shuls and Trivitt, 2015). In the U.S., for example, the No
Child Left Behind act required that all core subject matter teachers are highly qualified, which
means that they should hold a Bachelor’s degree, should be certified or licensed by the state,
and should be able to demonstrate subject matter competence (Jacob,2007).

Advanced degrees, teacher licensures, and certifications are often considered as teacher
qualifications that might affect student performance. Several studies find insignificant or
even negative associations (e.g., Buddin and Zamarro, 2009; Sass, 2015). Buddin and Zamarro
(2009), for example, examine the impact of performance in teacher licensure tests and more
traditional measures on student achievement in elementary schools in California. Their results
suggest that holding an advanced degree or a teacher certification is unrelated to student
achievement. Kane et al. (2008) also find little difference in student test performance by initial
certification status of their teachers. However, other studies report positive effects: Goldhaber
and Brewer (1997,2000) point out the relevance of subject-specific degrees. Goldhaber and
Brewer (2000) find that students who are taught by teachers with a Bachelor’s or Master’s
degree in math tend to have higher test scores in math compared to those students who
are taught by teachers with an out-of-subject degree. Hence, having a teacher with subject-
specific preparation, that is with a degree or certification in the subject, can result in higher
achievement for students compared to being taught by a teacher without subject-specific
training (see also Shuls and Trivitt,|2015). In addition, Clotfelter et al. (2007) and Goldhaber
and Anthony (2007) show clear evidence that having a teacher who is board certified by the
National Board for Professional Training Standards leads to higher student achievement.

Studies on subject-matter expertise as well as a teacher’s major in the subject that she teaches
consistently find positive associations: Rockoff et al. (2011) examine new teachers in New York
City and look at non-traditional predictors of effectiveness, such as content knowledge and
personality traits. As a proxy for content knowledge, they use the number of courses taken in
a subject or the college major, finding larger gains for students in terms of test scores with
teachers who majored in science or math. Besides, Angrist and Guryan (2008) measure teacher
quality by the teachers’ educational background, such as whether the teacher majored in
the subject she teaches. Metzler and Woessmann (2012) use subject-specific teacher test

2 To measure teacher value-added, one needs at least two observations per student at two points in time,
ideally one at the beginning of a school year and one at the end. However, TIMSS assesses each student at only
one point in time: students are assessed only once in fourth grade, but in the two subjects math and science.
Therefore, | cannot use a value-added approach or include a lagged dependent variable in the model.

3 Manning et al. (2019) provide evidence in a meta-analysis that higher qualifications of teachers are associated
with higher classroom quality and higher quality early childhood education and care environments.
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scores to assess a teacher’s subject-matter knowledge and show a positive impact on student
achievement in math. Similarly, Bietenbeck et al. (2018) find a modest impact of teacher
subject knowledge on student performance.

Several studies analyze teaching experience, of which some find small to no returns to more
experienced teachers (Hanushek,|1986,/1997; Buddin and Zamarro, 2009). In contrast, ac-
cording to Clotfelter et al. (2007), more experienced teachers are better at raising student
achievement than inexperienced teachers. Other studies also document such positive returns
to experience (Wiswall,2013; Papay and Kraft,[2015). Especially during the first few years of
their career, teachers tend to perform worse than teachers with more experience (Rivkin et al.,
2005; Staiger and Rockoff,|2010; Harris and Sass,[2011).

Lee and Lee (2020) combine all three qualifications (experience, advanced degrees and subject
knowledge) into an index and examine the impact of highly qualified teachers on student
achievement in a cumulative perspective: they show that being taught by several highly
qualified teachers results in acquiring higher academic degrees.

Participation in professional development and teacher training has also been evaluated as
a teacher qualification that matters for student achievement, with most of the studies on
the U.S. finding no effects (Jacob and Lefgren, 2004; Garet et al., 2010). In contrast, Angrist
and Lavy (2001) find positive impacts of teacher training in Jerusalem elementary schools on
students’ test scores similar to Lucas et al. (2014) in developing countries.

To the best of my knowledge, none of these previous studies addresses the complementarities
between the quantity and quality of instruction. Hence, | contribute to the literature by
exploring the interaction between instruction time and teacher quality, measured by the
formal qualifications of teachers. Using a new data source, the 2015 TIMSS data, allows
me to show results for developing countries that were not considered in previous studies on
instruction time. These are especially countries from the Middle-East, such as Saudi Arabia, the
United Arab Emirates, and Oman, as well as Singapore and Kazakhstan. Hence, | present new
evidence on the smaller effect of instruction time in developing countries, and how teacher
qualifications play a moderating role for this effect. Moreover, | focus on fourth-graders, which
is especially relevant since young children are particularly sensitive to interventions and the
return on investment in human capital is higher (Cunha et al., 2006). In addition, | examine
not only the impact on cognitive skills, but also on students’ motivation and their attitude
towards the subject.
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2.3 Data

2.3.1 Trends in International Mathematics and Science Study

| use data from the Trends in International Mathematics and Science Study (TIMSS) which are
a repeated cross-section. The TIMSS & PIRLS International Study Center at the International
Association for the Evaluation of Educational Achievement (IEA) conducts assessments of
students’ achievements in math, science and reading, which are internationally comparable.
In general, this study is conducted in more than 60 countries (TIMSS,2019). In addition to
information about a student’s achievement, the data also include information about stu-
dents’ attitudes, teachers, school resources, and instructional practices (TIMSS,[2019). This
information is collected in separate questionnaires: there is a student questionnaire, a home
questionnaire which parents are asked to fill out, a teacher questionnaire, and a school and
curriculum questionnaire that is filled out by the school principal.

TIMSS uses a two-stage random sample design: in the first stage, a sample of schools is
determined, and in the second stage, one or more classes within a school are selected (Martin
et al.,[2016). Since TIMSS monitors students’ instructional and curricular experiences at the
classroom level, TIMSS samples classes rather than individual students (Martin et al., 2016).
TIMSS monitors student achievement along with the other previously mentioned information
for two grades: fourth and eighth grade. The national samples of students in TIMSS are
constructed to describe the target population. Theoretically, the two-stage random sample
design generates samples of students with the same probability of selection (Martin et al.,
2016). In practice, however, a varying number of selected classes and differential non-response
can result in different probabilities of selection, requiring individual sampling weights for the
students. | use the senate weights which can be used when differences across countries are
examined. In this way, each country receives the same weight.

Since the pool of questions and items in TIMSS is too large to be answered by one student,
students receive only a subset of questions (a so-called booklet) to answer. Each booklet
contains both math and science questions. This is different from the PISA data where some
students only answer questions in some subject areas, but not in all three. In PISA data,
students were assigned scores according to their performance in other domains (Jerrim et
al.,[2017). According to Jerrim et al. (2017), the results could then be driven by a random
imputation error. However, my results are not affected by this since all students answer both
math and science questions. Aggregating the results of all booklets yields results for the
overall assessment. Then, plausible values are imputed to obtain five estimates of a student’s
achievement (Martin et al.,[2016).
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2.3.2 Analysis Sample and Variables

| use data on fourth grade students from the 2015 survey wave since interventions matter
more for younger studentsﬂ The final sample includes 108,358 students in 1,586 classes and
4,283 schools in 39 countries. Since every student is evaluated twice - once in math, once in
science - the number of observations amounts to 216,716. | present descriptive statistics in
Table2.1l

The dependent variable is the test score of a student in math or science. The test score variable
in the data set is the plausible value for math and science[]| standardize the test scores so
that the mean is zero and the standard deviation is one. These test scores measure a student’s
cognitive attainment in math and science (Woessmann,|2003).

As an alternative dependent variable, | generate an index of four variables for each subject to
obtain a measure of a student’s motivation and attitude towards a subject to evaluate whether
additional instruction time affects a student’s motivation and attitude. Questions are for
example “I enjoy learning mathematics” and “I learn many interesting things in mathematics”
as well as the corresponding questions for science. The students could answer on a four-point
scale which ranges from “agree a lot” to “disagree a lot”E] | use factor analysis estimating
polychoric correlations which account for the categorical nature of the underlying variables
to generate the index like subject. To do so, | first obtain the polychoric correlations matrix
of the four variables which | then use to perform the factor analysis. One factor is retained
according to the Kaiser criterion which indicates keeping factors with eigenvalues larger
than one (Backhaus et al.,[2011). The factor loadings and scoring coefficients are reported in
Appendix Table[A2.1] To assess the robustness, | generate an alternative index by following
the procedure described by Kling et al. (2007): | first normalize each variable by subtracting
the mean and dividing by the standard deviation. | then add up the normalized versions of the
four variables and take the average, that is, | divide by four which is the number of variables

4 Inthe analysis | use only those countries for which information on test scores and instruction time in both
math and science is available and where science is taught as a separate subject. Science comprises life science,
physical science, and earth science. In general, math test scores are available for all countries. There are no
science test scores for Indonesia, Iran, Kuwait, Morocco, Belgium. A list of participating countries with available
data on instruction time in both subjects can be found in Appendix Table[B2.1] Besides, | drop observations
with more than one teacher in either science or math. Otherwise, there would be four or more observations
per student. Since there is no information about why there is a change of teacher, | decide not to use these
observations.

> In particular, | choose the first plausible value in both subjects since this is often used in the literature, for
example in Rivkin and Schiman (2015). The results are robust to using the other four plausible values. This is in
line with Jerrim et al. (2017) stating that using one plausible value or all five does not alter the results.

& Note that I reorder the four labels of the original variable in TIMSS such that the lowest category (1) equals
“disagree a lot”. The original variables used in TIMSS are shown in Appendix Table

7 Use M;, as the k' of four variables, where ;i is the mean and oy, the standard deviation of each of the four
variables. Then the normalized variables are M} = M’;i;’“” Thefinalindex is calculated by M* = %", M} /4
which is then standardized.
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The main independent variable of interest is instruction time either in math or in science,
depending on whether the observation is for student i in math or science. The underlying
question for teachers in order to determine this variable is the following: “In a typical week,
how much time do you spend teaching mathematics to the students in this class? (minutes)”
(TIMSS,2017). The same question is asked for science. To make them comparable to other
studies, | convert these variables into hours. Following Lavy (2015), | aggregate instruction
time on the school-by-subject level. This is done to overcome potential problems due to
sorting and tracking since schools might sort or track students into classes based on subject-
specific instruction time. This can potentially lead to bias: an upward bias, for example, might
occur when students who excel in math sort themselves into schools with more instruction
time in math (Bingley et al.,2018).

Differences in instruction time occur both across and within countries. According to the
curriculum data provided by TIMSS for each participating country, in some countries, the
curricula prescribe the percentage of math and science lessons as a proportion of the total
instruction time, while in other countries there is no such official document. Overall, 69.2
(61.5) percent of the countries indicate that the curriculum prescribes a certain percentage
of instruction time in math (science). In some countries, it varies by state or school. Other
countries define a range of percentages that should be devoted to instruction time in a given
subject.

The information about a student’s background, obtained from the student questionnaire,
includes the gender of the student (the variable female).

The data also contain information about the teacher: a variable teacher female (one if the
teacher is female), the teacher’s age as well as several indicators of the teacher’s qualifications.
As explained in section 2.2} one approach in the literature used to determine the quality of
a teacher is the teacher value-added. However, teacher value-added cannot be measured
with the TIMSS data since students and teachers are only observed at one point in timef]
Therefore, | use teachers’ formal qualifications: these can be seen as one of two parts of
teacher quality (Nilsen et al.,[2018) | The formal qualifications of teachers consist of their
educational background, measured by the years of experience, the highest level of education,

8 Besides, TIMSS only measures the cognitive abilities of students and not those of teachers. Thus, | cannot
use teachers’ skills or subject knowledge as a measure for teacher quality as Metzler and Woessmann (2012) or
Bietenbeck et al. (2018).

% The competencies of teachers are the second part of teacher quality. TIMSS also assesses teachers’ competen-
cies in teaching by asking them about the collaboration with other teachers, their motivation, their satisfaction
with their job, their level of preparation, and their confidence (Nilsen et al.,[2018). For example, there is a number
of item questions asking for the preparedness of the teacher in their subject. This measure covers a broad
spectrum and teachers might be less likely to misreport the level of preparation if they can differentiate between
several subtopics. However, this measure, like the other self-reported teacher competencies, might suffer from
an endogeneity problem: a teacher might be better prepared if she has to teach several hours than if she only
has to teach a few hours. This is why I only focus on the formal qualifications of the teachers.
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i.e., highest degree, specialization in a subject, and participation in professional development
(Nilsen et al.,[2018).

Of the large amount of questions in the TIMSS teacher questionnaire, | use the following
variables for teachers’ formal qualifications in my analysis. Teachers are asked about the
highest level of formal education they have completed (according to the ISCED classificatio,
whether they majored in math or science, and whether they specialized in math or science
when their major or main area of study was teacher education. | generate the following
variables: first, major degree indicates whether the teacher has a Bachelor’s degree (or higher)
and whether she majored in the relevant subject. Hence, this variable is an indicator of a
teacher’s knowledge about the subject: it can be assumed that a teacher knows the content
of a subject when she majored in that subject. Studying mathematics as a major, for example,
provides knowledge of the content required for teaching mathematics to students (Blomeke
et al.,2016). Second, education specialization indicates whether a teacher has a specialization
in the relevant subject if she has an educational background, i.e., a major in teacher education.
This variable accounts for the fact that teacher education and pedagogy are also relevant.
When teaching the fourth grade, it is especially important that teachers know how to teach and
are good pedagogues (and not only know about the content of the subjects). The third aspect is
whether a teacher has participated in professional development (PD) in the respective subject
in the last two years. Categories of professional development are subject content, subject
pedagogy/instruction, or subject curriculum. These teacher qualifications are subject-specific:
for example, a teacher might have a Bachelor’s degree (or higher) with a major in math, but
not in science. Similarly, a teacher might have participated in professional development in
science, but not in math. Hence, these qualifications can vary even within teachers. Fourth,
the teachers are asked how many years they have been teaching. On average, teachers have
been teaching for 17.4 years across all countries, with a maximum of 60 years. | generate
an indicator variable for those teachers who have more than two years of experience (high
experience) since previous literature has identified these as the relevant years (Rivkin et al.,
2005; Clotfelter et al.,[2007): teachers’ performance with only one or two years of experience
tends to be worse than the one of more experienced teachers. Since there could also be
tracking into classrooms based on teacher quality dimensions, | aggregate these four teacher
characteristics on the school-by-subject level based on the rationale given for instructional
time.

Overall, 20 percent of the teachers have a Bachelor’s degree (or higher) with the relevant
subject as their main subject and 28 percent have an educational background with a special-
ization in the subject (see Table[2.1). About half of all teachers participated in professional
development in the last two years. However, these numbers conceal differences between
developed and developing countries. In developing countries, more teachers have a Bache-
lor’s degree (or higher) with the relevant subject as their main subject (30 percent) and more

10 The ISCED classification is suitable for indicating the level of education or the highest level of qualification.
This facilitates international comparison.
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teachers have an educational background with a specialization in the relevant subject (38
percent).

The data also contain information about the geographical area of the schools, i.e., whether
itis a remote or urban region, and whether tracking is used. In particular, headmasters are
asked the following question (separately for math and science): “As a general school policy, is
student achievement used to assign fourth grade students to classes?”

2.4 Empirical Strategy

Identifying the causal effect of instructional time on student attainment requires exogenous
variation which is unrelated to any unobservable differences in schools and students (Rivkin
and Schiman,|2015). Therefore, | use a student fixed effects model and exploit within-student
between-subject variation. Due to their panel-like nature, the TIMSS data are particularly
suitable since they provide two observations per student: a student’s attainment as well as
the instruction time are reported for math and science. Using a student fixed effects model
controls for unobservable student characteristics, such as unobserved ability and school
differences in both subjects (Rivkin and Schiman, 2015). The attractiveness of this model lies
in the fact that the students taking two subjects have the same general skill level and that
the school environment is the same for both subjects (Rivkin and Schiman, 2015). Hence,
no heterogeneity in terms of ability, habits or school quality will introduce biases to the
estimates. Only subject-specific factors might have confounding effects. Therefore, I include
subject-specific effects in the specification.

Based on this method, my regression equation is presented in equation (2.1).
test scoreyy, = BrHy; + BoXij + B3Qrj + pi + €5 + M + Uijk, (2.1)

where test score;y, is the test score for student j in schoolj in subject k (k € math, science).
Hy; is the instruction time (in hours) in school j in subject k. X;; are student characteristics
of student jin school j and (), are teacher characteristics in school j in subject kE] [L; are
student fixed effects, capturing for example unobserved student and family background. 7
are unobserved subject-specific characteristics and ¢; are unobserved school characteristics.
Controlling for student fixed effects already controls for school fixed effects.

The effect of instruction time might differ according to the quality of the teacher. An additional
hour of instruction by an unqualified teacher or a teacher who does not know the subject
matter well might not result in higher test scores since students might not learn more during
this time. It might be more important how time at school is spent, how good teachers are at

1 However, most student characteristics, such as gender or the number of books in the household, cannot
be used as X;; since these characteristics are the same across both subjects and hence do not change within
students. Teacher characteristics, however, can change since a student might have different teachers in the two
subjects or since teachers might have a qualification in one subject, but not in the other one.
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teaching and how motivated students are to learn and not so much the absolute amount of
time (OECD, 2014). To assess this, | interact the instruction time variable Hy; with a quality
indicator Q; of the teacher, measured by her formal qualifications:

test scoreij, = BirHyj + B2 Xij + B3Quj + BaHpjQrj + pi + €5 + M + . (2.2)

The formal teacher qualifications consist of participation in professional development in
the relevant subject, a Bachelor’s degree (or higher) with the relevant subject as a major
subject, teacher education with a specialization in the subject, as well as teaching experience
as described in section[2.3.2] Regressions are run separately for each qualification.

Although | can difference out many unobservable factors with this approach, some unobserved
factors that may confound the estimates could remain: students might choose themselves
which school they want to attend or are assigned to schools based on subject-specific time
of instruction (Lavy, 2015), which would invalidate the identification strategy. An upward
bias can occur if students with a high level of interest and ability in math sort themselves
into schools that offer more instruction hours in math. A downward bias, on the other hand,
can occur if students with low ability in math (or their parents) choose schools offering more
math instruction hours because they need more instruction time to understand the content
(Bingley et al.,2018). However, this is not an issue here, since instruction time is measured
at the school-by-subject level. Thus, this approach helps to overcome the bias that might
arise from the non-random allocation of instruction time. Tracking also appears to be more
common within and not across schools, and often in higher grades when students choose a
specialization (Lavy,2015). Reassuringly, less than one fifth of the schools in the sample use
tracking as a school policy.

Nevertheless, it must not go unnoticed that the estimates of the causal effect of instruction
time on educational attainment might not be unbiased (Rivkin and Schiman, 2015) and
that the strength of the identification of causal relationships might be lower than in RCTs,
regression discontinuity designs, or instrumental variables. Besides, measurement error
might be present in the self-reported measure of instruction time. A fixed effects model might
reinforce these measurement errors (Angrist and Pischke, 2008). Teachers who teach only one
subject might report more accurately the time they actually teach to their class than teachers
who teach two subjects. From Appendix Table[A2.2] one can see that there is a slight difference
in instruction time between those students with one teacher in both subjects and those with
two teachers. Due to measurement error in the explanatory variable, the estimated effects
might hence be downward biased (Glewwe and Kremer, 2006; Metzler and Woessmann, 2012).
Consequently, my results would underestimate the true effect of instruction time and can
therefore be seen as a lower bound effect.

A potential limitation of this strategy is that the effect of an additional hour of instruction is
assumed to be the same in both subjects (math and science): 3; does not vary by subject.
Other studies, such as Cattaneo et al. (2017), Bingley et al. (2018) and Lavy (2015,2020), also
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make this assumptionF_TI Another assumption is that the impact of instruction time does
not take into account spillovers from instruction time in other subjects: instruction time in
science does not influence a student’s test score in math, and vice versa. Positive spillovers
could occur if more instruction time in science positively impacts students’ math test scores["
However, such spillovers might not be a cause for major concern since the content of math and
science lessons differs more in lower grades. At this stage, not many calculations and other
mathematical concepts are used in science lessons. Nevertheless, the presence of positive
spillovers, for example, would lead to an underestimation of the effect of instruction time.

2.5 Results

2.5.1 The Impact of Instruction Time

To determine the effect of instruction time on student achievement, one could regress test
scores on instruction time using ordinary least squares (OLS). The results of this regression are
presented in Appendix Table[A2.3} an increase in instruction time by one hour ceteris paribus
leads to a decrease in test scores of about 0.023 to 0.026 standard deviations. However, many
unobserved confounding factors will most likely bias the results of such a regression, even after
controlling for students’ demographic characteristics (column 3). Hence, the negative effect of
instruction time is probably due to the bias resulting from omitted variables If students sort
(or are sorted) into schools or classes by ability, estimates might be biased upward (Bingley
et al.,2018). On the other hand, compensatory teaching might lead to downward biased
estimates (Bingley et al.,2018). Besides, instruction time might be correlated with unobserved
factors influencing a student’s achievement: parents can decide where the family lives and
which schools their children should attend. This decision is likely to be based on the perceived
quality of the school, which also includes instruction time (Bingley et al.,[2018).

To overcome this problem, | perform a regression as presented in equation (2.1) in the previous
section. The dependent variable is the test score of a student, either in math or science.
Table[2.2] columns 1 and 2 present the estimates of the fixed effects model. Standard errors
are clustered at the school level and both specifications include subject fixed effects. All
regressions are weighted using senate weights.

12 cattaneo et al. (2017) and Lavy (2020) have established that this assumption is reasonable. Cattaneo et al.
(2017) cannot reject the null hypothesis that the effects are the same, while Lavy (2020) argues that effects are
similar in the subjects examined in his study (math, science and English) when comparing schools before and
after a school finance reform in Israel.

13 Other studies also assume no spillover effects: Bingley et al. (2018) and Lavy (2015,{2020) also assume that
there are (almost) no spillovers: Lavy (2015}[2020) finds small spillovers from math to science, but overall no
spillovers from one subject to another, while Rivkin and Schiman (2015) show that some spillovers exist in their
model. Besides, Wu (2020) looks at spillovers but is also not able to examine spillovers from math to science and
vice versa. He only finds “spillover effects from time spent in non-tested subjects” (p. 104) on tested subjects
using TIMSS data.

14 Lavy (2020) finds the same negative effect for a naive OLS approach when analyzing instruction time in Israel.
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The results show that an additional hour of instruction time increases students’ test scores by
0.030 standard deviations. Hence, students benefit in terms of test scores from additional
instruction time. This findingisin line with the results of previous studies. In column 2, teacher
characteristics are added. The coefficient on instruction time remains the same and is thus
robust to including these additional variables[]

By interacting instruction time with a student’s gender, | examine whether there are hetero-
geneous effects with respect to a student’s gender. The coefficient on instruction time for
boys is slightly higher than in the baseline specification (Table[2.2] column 3), indicating that
an additional hour of instruction time leads to an increase in test scores of male students
by 0.037 standard deviations. The effect for girls is 0.024. Hence, boys seem to benefit more
from additional instruction time. This finding is surprising since returns to schooling are often
lower for boys than for girls, especially in low-income countries (Montenegro and Patrinos,
2014). A tentative explanation for this result could be that girls generally study more for school
outside of school hours while boys study less in their time off from school. Consequently,
boys might need to spend more time studying with a teacher than girls to improve their test
scores. For girls, the time they spend on homework (and not instruction time) might play a
greater role than for boys.

As explained above, additional instruction time can affect a student’s attitude towards a
subject. A student might become tired of a subject, leading to an aversion to the subject.
Alternatively, a student might enjoy a subject even more when additional instruction time is
used to deal with more specific content. Using the same specification as before, | therefore
use the variable like subject, an index comprising four questions, as an alternative dependent
variable. The results are shown in Table[2.2] column 4: they suggest that additional instruction
time leads to a more positive attitude towards the subject.

2.5.2 Interaction between Instruction Time and Teacher Qualifications

The effect of instruction time might differ according to the quality of the teacher: if teachers
do not actively use their time for teaching and if their teaching is not of high quality, the
additional instruction time might not result in achievement gains for students. To assess
this, | interact the instruction time variable H}; with a quality indicator ); of the teacher,
measured by her formal qualifications, according to equation (2.2), specified in section[2.4

The results in Table[2.3|suggest that having a teacher who participates in professional devel-
opment (column 1), having a teacher with a teacher training background and a specialization
in the subject (column 2) and having a teacher who completed the relevant subject as the
main subject with a Bachelor’s degree (or higher) (column 3) enhance the positive effect

15 Student characteristics are not included in the fixed effects specification since these cannot be estimated
because they are the same for each student in both subjects. Besides, including an interaction of subject with
gender as well as mother’s and father’s education as further controls leaves the results unchanged.
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of instruction time for students[¥| The coefficients on the interaction terms are statistically
significant and range from 0.025 to 0.034 standard deviations. The impact of one hour more
instruction time is 0.025 standard deviations if the teacher does not have an educational
background with a specialization, while it is 0.050 when having a teacher with exactly such
a background (column 2). Similarly, the effect is 0.058 standard deviations when having a
teacher who has a Bachelor’s degree (or higher) with the relevant subject as their major (Table

column 3)[77]

Figure2.1]suggests that a teacher with a pedagogical background and specialization in the
subject who teaches three hours has the same impact on student achievement as a teacher
who teaches four hours but does not meet these criteria/®®| When a teacher teaches the same
students for many hours, i.e., more than three hours, it is especially important for the effect
of instruction time on test scores whether the teacher is highly qualified.

The results suggest that across all countries the impact of instruction time is enhanced by the
fact that a teacher majored in the relevant subject, i.e., knowledge of the content, and that
she has an educational background, i.e., pedagogy. However, in the case of having a teacher
who has been teaching for many years, i.e., a more experienced teacher, the effect seems
to be slightly reduced (Table 2.3 column 4). This is surprising in that a more experienced
teacher is expected to know how to use the time in a way that benefits the students. Clotfelter
et al. (2007), for example, find that more experienced teachers improve student achievement
more effectively than less experienced teachers. However, the results do not change when
the number of years of experience is restricted to 40 years to exclude outliers.

These results can complement the study by Rivkin and Schiman (2015). Instead of teacher
qualifications, they examine the quality and environment of the classroom and find that this
increases the effect of additional instruction time. Hence, it seems that both teacher quality
and student behavior in the classroom play an important role.

In addition, | examine whether the interaction between instruction time and teacher qualifi-
cations also impacts a student’s motivation towards the subject. The results are presented in
Appendix Table[A2.5 but do not offer statistically significant coefficients for all the teacher
qualifications. The coefficients are even close to zero for teacher training background with a
specialization, having a Bachelor’s degree (or higher), and participation in professional devel-
opment. However, those teachers with more than two years of teaching experience seem to
lead to higher student motivation compared to those with less than two years of experience.

16 Appendix Tablereports the R? values to show the variation explained in the teacher qualification measures
after controlling for student and subject fixed effects. The table also reports the 1 — R? to indicate the variation
left after including student and subject fixed effects.

7 The results hold also when including all qualifications at once: the coefficients on the teacher qualifications
are slightly smaller, but still show the same sign and significance.

18 The difference in the coefficients at three hours is statistically significant at the 10 percent level. The figure
looks almost identical for having a teacher who has a Bachelor’s degree (or higher) with the relevant subject as
their main subject.
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Although not statistically significant, this is what we would have assumed: teachers with more
experience know better how to motivate their students and know how to make students like
the subject.

2.5.3 Country Analysis

In addition, | examine whether the effect varies across country groups. Various countries
from different continents participate in TIMSS. Hence, these countries differ in their culture,
particularly in their educational culture and educational system. One main difference is
that some participating countries are developing countries (such as Chile, Oman, and Saudi
Arabia), while others are developed countries (such as France, the United States of America and
Japan)The results for developing and developed countries are presented in Appendix Table
the effect of instruction time on students’ test scores is statistically significant and higher
in developed countries (0.061 standard deviations, column 1) than in developing countries
(not statistically significant, column 3). The magnitude of the coefficient on instruction time in
developed countries is similar to the coefficient determined by Lavy (2015) for OECD countries.

In both country groups, the effect is smaller for girls, and even negative for girls in developing
countries (Appendix Table[A2.6] columns 2 and 4). A potential explanation for this is the fact
that education for girls is still not taken as given in many developing countries. Hence, girls
might react negatively to spending more time in school, knowing that they are needed at
home for work or that they have to earn income that their families depend on (Glewwe and
Kremer, 2006). Another reason might be that teachers spend the additional instruction time
on boys and less on girls, leading to higher gains for boys than for girls.

More importantly, | also analyze how teacher qualifications interact with instruction time
in these two groups of countries since the influence of teacher quality might vary from one
educational system to another (Blomeke et al.,[2016). Table[2.4/shows that in developing
countries, having ateacher who participated in professional development (column 1) or having
a teacher who completed the relevant subject as a main subject with a Bachelor’s degree (or
higher) (column 3) enhances the impact of instruction time The impact of instruction time
is negative when having a teacher who does not have a degree or who did not participate in
professional development, but it becomes positive when having a better qualified teacher:
instruction time by a highly qualified teacher increases test scores by 0.016 (participation in
professional development) or 0.027 (a Bachelor’s degree (or higher) with the relevant subject
as a major subject) standard deviations, while it seems to decrease test scores when having
an unqualified teacher. One potential reason for this might be that in developing countries
students are needed at home to work. If these students have to stay at school longer with a

19 | group countries according to the WESP classification (United Nations,[2014) which uses an exchange rate
based method for aggregation. | combine countries in transition and developing countries. In the following, the
term “developing countries” also includes countries in transition.

20 The coefficients on the interaction terms are larger in magnitude than in the specification including all
countries.
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teacher without good qualifications, they become distracted and unfocused, which leads to
worse outcomes. The coefficient on educational background with a specialization, however, is
much smaller and only statistically significant at the 10 percent level in developing countries
(column 2). Hence, the results suggest that having studied the relevant subject as major
subject is more important than having an educational background. In view of the observation
that teachers lack adequate knowledge and that the quality of school education in developing
countries is often low (Glewwe and Kremer, 2006), having studied the subject in question as a
major could thus be an indicator of more substantial content knowledge about the subject
and hence plays a moderating role for the impact of instruction time.

In developed countries, by comparison, having a teacher with an educational background
(Table[2.5, column 2) seems to enhance the impact, as does having a teacher who completed
the relevant subject as a major with a Bachelor’s degree (or higher) (column 3). The coeffi-
cients are almost of the same magnitude and hence suggest that both subject knowledge and
knowledge about pedagogical elements can enhance the impact of instruction time in devel-
oped countries. The coefficient on the variable participation in professional development is
positive but not statistically significant/]

2.5.4 Robustness Checks

As a first robustness check, to rule out bias from unobserved teacher characteristics, | apply
a within-teacher specification: | exploit the fact that students in primary schools are often
taught by the same teacher in both subjects which is true for about 75 percent of the sample.
In a within-student within-teacher specification, | can account for unobservable teacher char-
acteristics in addition. Such unobserved teacher traits are, for example, a teacher’s motivation
or her pedagogical skills. If these unobservable teacher characteristics are correlated with
instruction time and student achievement, this might bias the coefficients. For example,
teachers who spend more time teaching math might also be more motivated which would
result in an upward bias of the estimates. Hence, in the same-teacher sample, | can account
for any teacher traits that influence the student’s performance in both subjects, math and
science, in the same way. More explicitly, all teacher traits that are subject-invariant, such as
general motivation or pedagogical skills, can be controlled for. Hence, in this within-student
within-teacher specification, | exploit variation within students and within teachers. Both, the
coefficient on instruction time as well as the coefficients on the interaction termsincluding the
measure of teacher qualifications, are robust in this variant of the specification (Table[2.6). The
coefficients on instruction time are slightly larger than the ones in the main specification [

21 The equality of the interaction coefficients between developed and developing countries can be rejected for
professional development and major degree (both at one percent level).

22 |n contrast, restricting the sample to the group of separate teachers in the subjects, the results only hold for
professional development and experience, but not for education specialization and major degree (results are
available on request).
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Further, | assess the robustness of my results by piecewise excluding each country individually
from the main analysis to see if outliers drive the results, both for instruction time and teacher
qualifications. Both the coefficients on instruction time and teacher qualifications remain
stable across all 39 regressions. The impact of instruction time on student achievement
ranges from 0.021 (excluding Cyprus) to 0.035 (excluding Chinese Taipei) (detailed results are
available on request).

| also investigate whether the relationship between instruction time and test scores is non-
linear. Similar to Rivkin and Schiman (2015), | examine whether the returns to additional
instruction time are diminishing. For this purpose, | add a squared term of instruction time (in
hours) to the baseline specification (Table[2.7], column 1). The coefficient on the squared term
is slightly positive but not statistically significant. Therefore, this result does not support the
hypothesis of diminishing returns. The coefficient on the level of instruction time is slightly
smaller but is still robust to including the squared term.

A threat to identification and a source of selection bias might arise from tracking students
into different classes within school (Lavy, 2015). To assess whether the results are robust to
this threat, | present results for two subsamples, that are characterized by whether schools
pursue this school policy of tracking. Overall, the incidence of using tracking as a school
policy is low with 14.36 percent across all schools in the sample. Columns 2 and 3 of Table
2.7]show that additional instruction time has a positive, statistically significant effect in both
subsamples: reassuringly, the coefficient in the non-tracking sample is similar to that in the
main specification (column 3).

Furthermore, | check whether there are differences with respect to the type of geographic area
in which the school is located. In remote or rural areas, students or rather their parents often
have no alternative in the choice of school as there is often only one school in places with
3,000 or fewer inhabitants. This mitigates the problem of non-random allocation to schools.
The results in column 4 of Table2.7ldemonstrate that the effect in rural areas is about 0.037
standard deviations, which is slightly higher than the effect in the main specification.

The use of an alternative specification for instruction time and the teacher qualifications, i.e.,
the exact report of the teacher (no aggregation on school-by-subject level), yields a coefficient
on instruction time that is almost identical to that in the main specification (Table[2.7] column
6). Similarly, the results also hold for the interactions with teacher qualifications (see Appendix
Table[A2.7). Overall, the findings in Table[2.7], columns 2 to 6, and Appendix Table[A2.7|indicate
that the results are robust to sorting and tracking.

Besides, the results for the impact of instruction time on a student’s motivation and attitude
towards the subject are robust when using the alternative index calculated according to Kling
et al. (2007): the coefficients on instruction time are slightly larger than the ones from the
index based on factor analysis (see Appendix Table[A2.8).
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A possible concern might be that some teachers do not teach the subject they are supposed
to teach. For example, a teacher might be teaching science when she should be teaching
math, possibly because she prefers science over math or because she has majored in science
but is required to also teach math. To alleviate this concern, | only focus on the subsample of
students who have two separate teachers for math and science. It can be assumed that in this
case a teacher only teaches the subject that she is supposed to teach. Conversely, a teacher
could spend more time teaching math if she teaches both subjects to the same students. The
coefficient on instruction time in the subsample which includes only the students taught by
two separate teachers remains almost unchanged (Table[2.7], column 7). This suggests that
this does not bias the main effect that | estimate in Table[2.2]

2.6 Conclusion

Using a fixed effects model and within-student between-subject variation, | show that instruc-
tion time positively affects students’ test scores. On average across all countries, | find that an
additional hour of instruction time leads to 0.030 standard deviations higher test scores. More
importantly, | find that teacher quality, measured by teachers’ formal qualifications, such as
teacher training with a specialization in the relevant subject, a Bachelor’s degree (or higher)
with the relevant subject as their main subject, and participation in professional development,
plays a moderating role for the effect of instruction time on student achievement: the effect is
larger for students with better qualified teachers. This is especially relevant in developing
countries, where the effect of instruction time on student achievement is on average not statis-
tically significant and close to zero. However, instruction time with a highly qualified teacher
also increases test scores by 0.016 to 0.027 standard deviations in developing countries.

The estimates on instruction time are about the same magnitude as those of Rivkin and
Schiman (2015), but slightly smaller than those of Lavy (2015) who finds effect sizes of 0.06 to
0.08 standard deviations. In line with Lavy (2015), | also find that the impact of instruction
time is lower for developing countries, even close to zero and statistically insignificant.

Some further points are important to consider when interpreting my results. The first is to
consider whether extending the instruction time in a subject increases the overall time that
students spend in school and whether this is at the expense of reducing breaks and vacation
time (Jarrett et al.,|1998; Farbman, 2015). For example, more instruction time in math at
the expense of instruction time in another subject, e.g., arts and music, might improve test
scores in math, especially if the lessons are given by a highly qualified teacher. On the other
hand, this could affect students’ development in terms of creativity, physical activity and
health, particularly in primary school, and especially students from lower socio-economic
backgrounds since they often do not have access to voluntary education outside of school.

In addition to the education and training of a teacher, other school inputs and the behavior
of teachers and students might affect the productivity of instruction time and make it rather
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endogenous (Lavy,2015). Another factor might be how autonomously a school principal can
make decisions. According to Lavy (2015), greater autonomy in decisions about hiring or firing
teachers can lead to a better fit between schools and teachers, and thus to teachers making
more effort. Besides, Barrios-Fernandez and Bovini (2021) examine the intersection of school
inputs in terms of instruction time and school institutions and governance by focusing on
a reform in Chile which increased daily instruction, finding greater benefits due to longer
instruction time for students in no-fee charter schools. As already mentioned, Rivkin and
Schiman (2015) look at classroom quality and environment and find that this is important for
student achievement. Their finding is in line with mine that higher qualified teachers have a
larger impact on student achievement. Thus, the classroom environment in terms of student
behavior as well as the quality of the teacher matter for the effect of instruction time.

Overall, my findings also relate to the discussion about whether money matters for schools
(e.g., Card and Krueger, 1992; Hanushek, 2006; Woessmann, 2006; Jackson et al.,2021). The
older literature often finds no clear effects that resources matter for achievement (Hanushek,
2006; Woessmann, 2006; Holmlund et al.,2010), but stronger effects depending on how the
money was spent. Hanushek (2020), for example, states that it is more important to consider
“how resources are used” compared to “how much is used” (p. 168). More recently, Jackson
(2018) focuses on quasi-experimental studies that identify causal effects and finds that, on
average, money matters. He further states that it isimportant to learn which types of increases
in school spending are most important for student achievement. Hence, in the more recent
literature, agreement on the fact that money matters for schools is growing (Jackson et al.,
2021). My results contribute to this literature that it is especially beneficial for students in
terms of achievement to increase instruction time, especially when taught by a high-qualified
teacher.

When assessing the effectiveness of schools, more instruction time is not the only relevant
component. However, my results and those of previous research suggest that instruction time
is one of the key factors in promoting student achievement and that the quality of teachers,
in particular the qualifications of teachers, can enhance the influence of instruction time on
student achievement. The positive effect of instruction time on students’ test scores and
its interaction with teachers’ qualifications is of particular importance for policy decisions.
A slight increase in instruction time is most likely simple to implement. Hence, increasing
instruction time would be an easy way to improve student achievement. However, since
additional instruction time has to be financed, policymakers need to know whether this
money is being invested effectively. My results suggest that it is the combination between
instruction time and the quality of a teacher that is relevant to student achievement.
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Figures and Tables

Figure 2.1: Marginal Effects Using Education Specialization as the Teacher Qualification
Measure

1
1

test score (predicted)

i i i i
1.0 2.0 3.0 4.0 5.9
instruction time

|---0--‘ Education specialization=No —@—— Education specialization=Yes

Notes: Marginal effects using education specialization as the teacher qualification measure in a regression as in
equation with senate weights.
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Table 2.1: Summary Statistics

Variable Mean Std.Dev. Min. Max. N

Instruction time 2.959 1.538 0.017 10 216,716
Math instruction time 4.006 1.380 0.050 10 108,358
Science instructiontime  1.913 0.913 0.017 9 108,358

Female 0.489 0.500 0 1 216,716
Teacher female 0.832 0.374 0 1 216,716
Teacher age 42.480 9.690 25 60 216,716
PD 0.478 0.479 0 1 216,716
Education specialization 0.276 0.447 0 1 216,716
Major degree 0.201 0.382 0 1 216,716
Experience 0.937 0.243 0 1 216,716
Tracking 0.144 0.351 0 1 185,184
Remote 0.324 0.468 0 1 210,176
Developed 0.627 0.484 0 1 216,716

Test score and like subject are standardized (mean 0, std. dev. 1).

Notes: 4th grade sample in TIMSS 2015. Senate weights are used. PD stands for professional development.
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Appendix
Appendix A2.1 Tables

Table A2.1: Factor Analysis: Factor Loadings and Scoring Coefficients

Variable Factor loadings Scoring coefficients
Panel A: Factor analysis math

Enjoy learning math 0.935 0.280
Learn interesting things in math 0.836 0.250
Like math 0.959 0.287
Math is favorite subject 0.920 0.276
Panel B: Factor analysis science

Enjoy learning science 0.932 0.276
Learn interesting things in science 0.862 0.256
Like science 0.961 0.285
Science is favorite subject 0.917 0.272

Notes: Eigenvalue: 3.340 (math), 3.373 (science); Proportion of variance explained by factor: 0.835 (math),
0.843 (science). Given the categorical nature of the variables, | use polychoric correlations to conduct the factor
analysis.

Table A2.2: Instruction Time in Math and Science by the Same vs. Different Teachers in the

Subjects
Variable Same teacher Different teachers Diff. p-value
Instruction time (both subjects) 2.95 2.99 0.05 0.00
Math instruction time 4.01 3.97 0.04 0.00
Science instruction time 1.88 2.02 0.14  0.00

Notes: Table shows the mean of overall instruction time and instruction time in math and science separately for
the sample split by whether the students are taught by the same teacher in both subjects or by two different
teachers, i.e., where teachers only teach a single subject. Senate weights are used.
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Table A2.3: OLS Regression

Variables (1) (2) (3)
Test score Test score Test score
Instruction time -0.026*** -0.023*** -0.014*
(0.009) (0.009) (0.007)
Observations 216,716 216,716 213,074
R-squared 0.001 0.003 0.114
Student FE No No No
Subject FE Yes Yes Yes
Teacher controls No Yes Yes
Student controls No No Yes

Notes: Dependent variable: TIMSS student test score in math and science in 4th grade in 2015. Instruction time
is aggregated on school-by-subject level. Teacher controls are teacher female and teacher age and student
controls are female and books, i.e., the number of books at home as a proxy for the socio-economic status. Simple
OLS regressions are run and senate weights are used. Clustered standard errors at school level in parentheses.

Significance levels: *** p < 0.01,** p < 0.05,* p < 0.1.

Table A2.4: Percent of Variation in Teacher Qualification Measures (Un-)Explained by Fixed

Effects
Qualification R? 1 — R?
PD 0.713 0.287
Education specialization 0.777 0.223
Major degree 0.800 0.200
Experience 0.878 0.122

Notes: Teacher qualifications used as dependent variables. The independent variables are student and subject
fixed effects. Senate weights are used. The table shows the R? and 1 — R? from each regression.
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Table A2.6: Country Analysis

Variables (1) (2) (3) (4)
Developed countries Developing countries
Test score Test score Test score Test score
Instruction time 0.061*** 0.068*** 0.001 0.007
(0.004) (0.004) (0.006) (0.007)
Female x instruction time -0.013*** -0.014***
(0.002) (0.004)
Observations 134,410 134,410 82,306 82,306
R-squared 0.908 0.908 0.940 0.940
Student FE Yes Yes Yes Yes
Subject FE Yes Yes Yes Yes
Teacher controls Yes Yes Yes Yes

Notes: Dependent variable: TIMSS student test score in math and science in 4th grade in 2015. Instruction time
is aggregated on school-by-subject level. Regressions run as in equation (2.1) and senate weights are used.
Countries are grouped into developed and developing countries according to the WESP classification. Developed
countries: Australia, Bulgaria, Canada, Cyprus, Czech Republic, Denmark, England, Finland, France, Germany,
Hungary, Ireland, Italy, Japan, Lithuania, New Zealand, Northern Ireland, Norway, Portugal, Slovak Republic,
Slovenia, Spain, Sweden and the United States. Developing countries: Armenia, Chile, Chinese Taipei, Georgia,
Hong Kong SAR, Kazakhstan, Rep. of Korea, Oman, Qatar, Russian Federation, Saudi Arabia, Serbia, Singapore,
United Arab Emirates and Turkey. Clustered standard errors at school level in parentheses. Significance levels:
***p < 0.01,*p <0.05*p<0.1.
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Table A2.8: Alternative Baseline Specification: Like Subject

Variables

(1)
Like subject

(2)
Like subject

Instruction time 0.049*** 0.062***
(0.006) (0.007)
Female x instruction time -0.026***
(0.004)
Observations 201,582 201,582
R-squared 0.609 0.609
Student FE Yes Yes
Subject FE Yes Yes
Teacher controls Yes Yes

Notes: Like subject index in math and science (according to Kling et al.,[2007) in 4th grade in 2015. Instruction
time is aggregated on school-by-subject level. Teacher controls are teacher female and teacher age. Regressions
run asin equation and senate weights are used. Clustered standard errors at school level in parentheses.
Significance levels: *** p < 0.01, ** p < 0.05, *p < 0.1.
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Appendix B2.1 Tables

Table B2.1: List of Participating Countries

2 Instruction Time and Student Achievement

Country no. (TIMSS) Country name WESP classification OECD country
51 Armenia In transition non-OECD
36 Australia Developed OECD
100 Bulgaria Developed non-OECD
124 Canada Developed OECD
152 Chile Developing OECD
158 Chinese Taipei Developing non-OECD
196 Cyprus Developed non-OECD
203 Czech Republic Developed OECD
208 Denmark Developed OECD
926 England Developed OECD
246 Finland Developed OECD
250 France Developed OECD
268 Georgia In transition non-OECD
276 Germany Developed OECD
344 Hong Kong SAR Developing non-OECD
348 Hungary Developed non-OECD
372 Ireland Developed OECD
380 Italy Developed OECD
392 Japan Developed OECD

398 Kazakhstan In transition non-OECD
410 Korea, Rep. of Developing OECD
440 Lithuania Developed OECD
554 New Zealand Developed OECD
928 Northern Ireland Developed OECD
578 Norway Developed OECD
512 Oman Developing non-OECD
620 Portugal Developed OECD
634 Qatar Developing non-OECD
643 Russian Federation In transition non-OECD
682 Saudi Arabia Developing non-OECD
688 Serbia In transition non-OECD
702 Singapore Developing non-OECD
703 Slovak Republic Developed OECD
705 Slovenia Developed OECD
724 Spain Developed OECD
752 Sweden Developed OECD
784 United Arab Emirates Developing non-OECD
792 Turkey Developing non-OECD
840 United States Developed OECD

Notes: Countries are grouped into developed and developing countries according to the WESP classification.

Improving Educational Outcomes

45



2 Instruction Time and Student Achievement

Table B2.2: List of Variables for a Student’s Attitude and Teacher Qualifications

TIMSS Variable Question text Answer choices
name (adjusted labels)
Like subject

ASBMO1A | enjoy learning mathematics Answer choices for each
ASBM01D | learn many interesting things in mathematics question:

ASBMO1E | like mathematics - Agreealot (4)
ASBMO1lI Mathematics is one of my favorite subjects

ASBS04A | enjoy learning science - Agreeallittle (3)
ASBS04D | learn many interesting things in science - Disagree a little (2)
ASBSO04E I like science

ASBS04! Science is one of my favorite subjects - Disagreealot (1)

Professional development: In the past two years, have you participated in professional develop-
ment in any of the following?

ATBMO09A/ATBS08A  Mathematics/science content Answer choices for
ATBMO09B/ATBS08B Mathematics/science pedagogy / instruction each question: Yes or
ATBMO9C/ATBS08C Mathematics/science curriculum No

Specialization: During your <post-secondary> education, what was your major or main area(s)
of study?

ATBGO5AC Mathematics Answer choices for each
ATBGO5AD Science question: Yes or No

Specialization: If your major or main area of study was education, did you have a <specialization>
in any of the following?

ATBGO5BA Mathematics Answer choices for each
ATBGO5BB Science question: Yes or No
Experience
ATBGO1 By the end of this school year, how many years < years >

will you have been teaching altogether?
Degree
ATBG04 What is the highest level of formal education - did not complete upper

you have completed? secondary education

(ISCED level 3)
- upper secondary

education (ISCED level 3)

- post-secondary, non-
tertiary education (ISCED
level 4)

- short-cycle tertiary
education (ISCED level 5)

- Bachelor’s or equivalent
level (ISCED level 6)

- Master’s or equivalent
level (ISCED level 7)

- Doctor or equivalent
level (ISCED level 8)

Notes: Questions on students’ motivation and attitude (student questionnaire) as well as on teacher qualifications
(teacher questionnaire) from 4" grade sample in TIMSS 2015.
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3 Can Predicting Dropout in Social Programs Increase
Program Returns?]

3.1 Introduction

Dropout rates from social programs often exceed 30 percent, posing a considerable threat to
a program’s cost-effectiveness (Heckman et al., 1999). In the United States, youth mentoring
programs commonly experience dropout rates of 40 percent on average and can reach more
than 80 percent for vulnerable groups This is also true for other countries like Germany: for
instance, in the mentoring program “Rock Your Life!” (RYL), examined in this paper, the dropout
rate stands at 35 percent. Furthermore, Kosse et al. (2020) find a dropout rate of approximately
45 percent in the German “Baloo & You” mentoring program. As these mentoring programs
have been shown to be effective in previous research (Kosse et al., 2020; Resnjanskij et al.,
2024), the substantial number of dropouts raises the question of how mentoring program
agencies can address this potentially costly issue. Since premature closures of mentoring
relationships in youth mentoring programs have been linked to negative consequences for
participants, such as negative emotions, lower self-esteem, higher likelihood to skip school,
and increased alcohol consumption (Grossman and Rhodes,2002; Karcher,2005; Herrera et al.,
2007; DeWit et al., 2016 itis crucial to understand factors that are important for dropout. In
addition, since mentoring programs in the U.S. and Europe are usually large and often publicly
funded, it is of particular interest to use these funds in the best possible and most efficient
wayf] Therefore, program agencies should prioritize the identification of students at risk of

" This chapter is co-authored with Sven Resnjanskij.

1 In the case of “Big Brothers Big Sisters”, the largest mentoring program in the U.S., Grossman and Rhodes
(2002) report a dropout rate of 40 percent after 12 months. Kupersmidt et al. (2017) summarize evidence from
over 300 mentoring programs and report an average dropout rate of 38 percent, with dropout rates of 46 percent
among students with poor grades in school, and even higher rates for participants with a criminal record (55 - 81
percent).

2 DeWit et al. (2016) mention negative emotions triggered by rejection and abandonment as potential mech-
anisms for negative program effects. Grossman and Rhodes (2002) use an instrumental variable strategy and
find diminishing treatment effects for early dropouts, and even an increase in alcohol consumption by mentees
in mentoring relationships terminated within the first six months (see also Grossman et al.,2012). Karcher
(2005) finds that low attendance of mentors predicts a decline in mentees’ self-esteem and other behavioral
competences. In a randomized trial on the effect of the “Big Brothers Big Sisters” program, Herrera et al. (2007)
find that mentees in mentoring relationships that last less than three months are more likely to skip school than
in the control group. However, random assignment in treatment and control groups alone does not identify the
(causal) interaction effects between treatment and dropout, because dropout is determined post-treatment and
most likely to be affected by unobservables that also affect outcomes of interest.

3 Currently, mentoring programs treat more than 2.5 million youth in the U.S. each year. The largest mentoring
program, “Big Brothers Big Sisters”, has served over 200 million children over the last ten years. In Germany, RYL
has served around 10,000 adolescents since its foundation.
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dropping out, not only in mentoring programs but also in other (educational) programs aimed
atimproving students’ and children’s lives, and implement (cost-efficient) interventions to
prevent dropout after enrollment.

In this paper, we first seek to predict dropout from a mentoring program and identify key
factors that contribute to dropout. In the second part, we illustrate a program agency’s optimal
behavior for targeting additional interventions to prevent participants from dropping out.
This is achieved by leveraging the dropout predictions within a model designed to describe
the agency’s decision-making process. In particular, we consider interventions of varying
costs that aim to reduce participants’ dropout risk and assess the expected profit of a program
agency based on the associated intervention costs. The analysis focuses on dropout from a
mentoring program targeting disadvantaged adolescents in Germany. We use mentee survey
data from the evaluation of a mentoring program that was conducted to study its effects on
students’ school performance and their transition into the labor market (Resnjanskij et al.,
2024).

This paper proceeds in the following way: first, using machine learning (ML) algorithms
(the Least Absolute Shrinkage and Selection Operator (LASSO) and the Random Forest), we
predict participants’ dropout risk after the first year of the mentoring program and identify
key factors that influence dropout rates. Second, we set up a model to describe the cost-
benefit trade-off that a program agency faces when confronted with program dropout of
participants: the program agency faces an optimization problem where the objective is to
minimize the dropout rate within the mentoring program under a constrained budget. Third,
we integrate the predictions obtained from the ML algorithms to the cost-benefit model to
show how the program agency can optimally react to the dropout threat through targeted
interventions. Thus, we provide an interpretable tool for program agencies, assisting them in
decision-making regarding whom to target with an additional intervention depending on its
costs. We hereby examine several scenarios and assume different magnitudes of the costs
associated with the related interventions.

Our findings indicate that the most important factors influencing dropout rates are the stu-
dent’s family environment (including parental employment and their living situation), the
student’s performance in math, and personal characteristics such as self-efficacy, and whether
they engage in extracurricular activities. Itis important to note that we do not make any causal
claims in this analysis but discuss implications for program agencies and policies. In our set-
ting, the ML algorithms have modest performance according to performance measures, such
as the area under the Receiver Operating Characteristic (ROC) curve (AUC) value of 0.6 to
0.7. However, our study demonstrates that program agencies can use these predictions as
avaluable tool in their decision-making process to determine which individuals should be
targeted with additional interventions.

Using the dropout predictions generated by ML algorithms as inputs in the model, we calculate
the proportion of participants who should be optimally targeted with interventions and
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assess the program agency’s expected profit based on different intervention costs. As our
model shows that the optimal allocation of an intervention of the program agency relies
on participants’ individual dropout risk, the agency’s expectations of this dropout risk and
their precision impact the expected program profit. By examining the agency’s overall cost-
benefit ratio when equipped with the necessary data and empirical methods for deriving
accurate estimates of the individual dropout risk, we can quantify the additional benefits
of precise predictions in terms of an economically relevant unit: expected program profit.
Additionally, our analysis reveals that utilizing (imperfect) dropout predictions allows to target
and allocate resources and use them efficiently compared to a scenario in which an agency
targets all participants with an intervention. Using predictions, an agency can ultimately
achieve a higher (expected) program profit than in the latter scenario in which all participants
are targeted. Lastly, we demonstrate that leveraging accurate and precise predictions enables
a program agency to obtain a higher expected profit compared to the current status quo of no
intervention.

Our study contributes to the existing literature on dropout from mentoring programs and the
identification of factors that predict dropout. Kupersmidt et al. (2017) examine premature
match closures in mentoring relationships for youth in the U.S., using mentee, mentor, and
program characteristics as predictors in logistic regressions. They show that engagement in
risky health behavior, illegal or criminal activities, and school functioning problems, among
others, are strong predictors for premature relationship closure. Using a multivariate Cox
proportional hazard model, Raposa et al. (2019) find that similarity between mentees and
their mentors in terms of race and ethnicity is a strong predictor for a long match. Grossman
and Rhodes (2002) find that older adolescents and adolescents who experienced emotional,
sexual, and physical abuse tend to terminate their relationships early. On the mentor side,
they find that mentors with lower incomes and married mentors between 26 and 30 tend to be
in shorter relationships. However, to our knowledge, we are the first to apply ML techniques
to predict dropout from mentoring programs to identify important predictors. Hence, we add
to this literature by examining dropout in a German mentoring program that is targeted at
disadvantaged adolescents using novel ML tools to identify factors that determine dropout.

We also contribute to the literature on ML in economics, focusing on prediction problems
(Kleinberg et al., 2015), and to the combination of ML methods with economic context and
theory. Many studies have applied ML methods to policy problems: these have focused on
identifying poorly performing tax audits with ML to guide policy (Battaglini et al.,2023) or on
detecting tax evasion (e.g., Ruan et al.,2019) and insurance fraud (Kirkos et al.,2007). Moreover,
studies have used ML to predict the presence of corruption to support policy responses (Ash et
al.,2022), to assign refugees to economically optimal locations (Bansak et al.,[2018), to predict
gun violence and victimization (Heller et al.,2023), and jail-or-release decisions (Kleinberg
etal.,)2018). In addition, Mareckova and Pohlmeier (2019) explore whether non-cognitive skills
can predict unemployment and how their estimates can be used to assign youth and young
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adults to workforce training programs and psychological interventions. They also propose a
new economic criterion to tune the threshold parameter for economic efficiency.

Most closely related to our study is the literature on using ML to predict dropout in education
or labor economics: many studies have used ML techniques to predict dropout from high
school or university (e.g., Kotsiantis et al.,[2004; Dekker et al., 2009; Berens et al., 2019; Kemper
et al.,2020; Buchhorn and Wigger,2021). Berens et al. (2019) predict students at risk of drop-
ping out from German universities to develop an early attrition detection system by applying
decision trees and neural networks. Similarly, Kemper et al. (2020) also predict dropout from
a German university and find that decision trees yield better results than logistic regressions,
with a classification accuracy of 83 percent after the first semester. In an extension, Buchhorn
and Wigger (2021) find that neural networks can outperform decision trees at the expense
of interpreting the results. Sansone (2019) combines ML methods and economic theory to
analyze dropout from high school. He argues that schools can improve their early warning
systems to predict students at risk of dropping out by exploiting available high-dimensional
data and ML methods We add to this literature by applying ML tools to the mentoring setting
to predict individual dropout risk. Furthermore, we contribute by providing an economic
framework to identify the trade-offs faced by a program agency that is confronted with sub-
stantial dropout by its participants and express the value of precise dropout predictionsin
terms of the expected profit that the program agency can achieve when using these statistical
tools.

Lastly, we contribute to the literature on education interventions that aim at reducing dropout
rates. The majority of this literature has focused on reducing dropout from school or university.
Himmler et al. (2019), for example, implement a soft commitment device by having students
sign a nonbinding agreement and commit to stay on course for their graduation. They find
that this increases the likelihood of students to participate in and pass exams. Sandner
(2015) evaluates a mentoring program as an intervention to reduce exam failure and finds
that, indeed, the program reduces failure rates. Heller et al. (2017) study an intervention
called “Becoming a Man” and find that it reduces crime and dropout, and increases school
engagement in terms of GPA, days present, and enrollment status at the end of the year. While
these studies have experimentally analyzed dropout, we add to this literature by setting up a
theoretical model to examine decisions related to dropout. We focus on the program agency’s
perspective and show how it can decide whom to target with an intervention.

The remainder of the paper is structured as follows: section [3.2]describes the mentoring
program and the data set used in this paper. Section[3.3introduces the empirical strategy to
predict dropout and discusses ML methods to derive empirical counterparts of the expected
dropout risk. Section[3.4|discusses the performance of different prediction algorithms and

4 Another example in the context of education is the study by Wyness et al. (2023) who predict pupil achievement
using prior attainment data and ML methods. Their ML predictions improve on teacher predictions but still
exhibit large inaccuracies. Another example in social policy is the study by Chandler et al. (2011) that predicts
youths with the highest risk for violence to target interventions such as participation in an advocacy program.
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identifies important factors for dropout. In section[3.5, we introduce a model to describe the
agency’s choice set when reacting to the threat of early program dropout of participants. In
section 3.6, we show the number of participants a program agency should optimally target
with further interventions as well as the expected profit an agency is able to obtain using the
ML predictions. We conclude in section[3.7]

3.2 The Mentoring Program and Data Set

This section describes the mentoring program RYL (section and the evaluation study
that provides the data set (section[3.2.2) as well as the characteristics of the sample of disad-
vantaged adolescents from the mentoring program (section[3.2.3). We also discuss reasons
for dropout from the mentoring program (section[3.2.4).

3.2.1 The Mentoring Program

The mentoring program RYL was founded by a group of university students in 2008. Ado-
lescents in eighth and ninth grade from lowest-track secondary schools’| are assigned to
university students who act as a mentor for the upcoming one or two years. These university
students are mentors on a voluntary basis. In each participating program site, a self-governing
university society is responsible for recruiting mentors and mentees. Mentors are selected
using screening devices such as certificates of good conduct and personal interviews. Once
the mentors are selected, the umbrella organization of RYL offers training and counseling for
mentors on how to manage the relationship with their mentees, as well as training on the
organization of the university societies.

For mentees, there is no individual screening of potential participants. However, university-
student officials from the society visit schools in rather disadvantaged neighborhoods to
recruit participants. Additionally, teachers and principals can recommend students for whom
they think the program is most valuable. The students then receive information material and
a consent form that they themselves and their parents must sign. Prospective mentees meet
their prospective mentors during a first Kick-Off training after which the one-to-one mentoring
relationships are formed, usually based on mutual preferencesff|

The main goal of the mentoring program is to help adolescents to successfully manage their
transition from school to professional life. The focus of the program is to provide career
guidance, establish visions for the adolescents’ future work life, and foster the mentees’ self-
esteem and trust in their own abilities. However, there are no guidelines on how the meetings
should be structured. That means each pair of mentor and mentee can decide on the content

5 Hauptschule or equivalent in the German system where different types of schools cater for different academic
levels.

& For more information on the mentoring program, the umbrella organization, and the independent university
societies, see Resnjanskij et al. (2024).
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and activities during their meetings. The program aims for at least bi-weekly meetings. In
addition to joint activities such as going to the cinema or the zoo together, mentors might
provide advice for their mentees during stressful situations at school or with their families,
help with occupational orientation, and with job applications.

3.2.2 The Evaluation Study

To analyze dropout, we use data from an evaluation which assigned eighth and ninth graders
who applied for the mentoring program RYL to a treatment and a control group (Resnjanskij
etal,, 2024)The treatment group received an offer to participate in the mentoring program,
while the control group did not. Most students were randomly assigned to treatment and
control group. However, randomization was only feasible in cases of local oversubscription,
but oversubscription was not attained at every participating mentoring site due to the inherent
variability in the number of applicants at each location. In cases where oversubscription was
not achieved, it was not feasible to randomly assign program participation, leading to the
assignment of mentors for all students at that site. In this paper, we only use data from students
who obtained an offer to participate in the mentoring program. In addition to the students who
were randomly assigned to the treatment group, our sample in this paper thus also includes
students who were assigned a mentor without being randomized into the treatment group.
In total, 11 mentoring sites across 12 different German cities participated in the evaluationﬂ
The evaluation comprised two cohorts. The baseline survey for the first cohort took place
between October 2016 and May 2017, and one year later for the second cohort. In this baseline
questionnaire, collected through pen-and-paper surveys in schools, participating students
are asked about demographic, socio-economic, and family characteristics (e.g., age, gender,
socio-economic status (SES), and migration background). Additionally, students answered
questions about their school performance, behavior, and economic preferences, such as risk
and trust, and future job- and career-related attitudes, such as whether they know what they
want to do later in life, and whether school seems important to them.

A follow-up survey conducted approximately one year after the program started collects
outcome data. This follow-up survey’s field period ended in June 2019 for the second cohort.
Like the baseline survey, respondents filled out the follow-up surveys in their schools to
achieve a high participation rate. If a pupil was absent from school when conducting the
survey, teachers distributed the questionnaire to the respective student and sent it back via
mail once the student had completed it. If students changed schools, they were contacted by
phone. In total, 85.4 percent of the respondents in our sample completed the follow-up survey
at school, 9.8 percent completed the survey on a different day and sent their questionnaires

" The study’s design ensured that the selection of participating adolescents was similar to the selection of
participants that is obtained in the absence of the evaluation.

8 The schools that participated in the evaluation were located in Aachen, Berlin, Bonn, Chemnitz, Cologne, Duis-
burg, Essen, Hamburg, Leipzig, Luebeck, Lueneburg, and Mannheim. Duisburg and Essen are jointly organized
by a single society.
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by mail, and 4.7 percent could be reached via phone. Overall, the one-year resurvey rate
exceeded 92 percent, independent of dropout.

3.2.3 Data Set, Sample Characteristics, and Selection into the Program

Overall, 442 adolescents participated in the baseline survey, of which 274 were originally
offered participation in the mentoring program. Our final sample in this study comprises 254
treated individuals, i.e., those who have been assigned to a mentor and who filled out the
follow-up survey. Thus, 20 students did not complete the follow-up questionnaire, and hence,
the attrition rate is low at 7.3 percent.

Our main variable of interest is a binary variable indicating whether a student dropped out of
the mentoring program after one year. 34.6 percent of the respondents dropped out early of
the program: they stated that the relationship with their mentor did not last until one year
after program startﬂ Among them, 87.3 percent stated that they last met more than six months
ago. This variable stems from the follow-up questionnaire, while all other variables that we
use are taken from the survey at baseline, i.e., before the start of the mentoring program.

Table[3.1]provides descriptive statistics for selected variables and compares our sample to a
representative sample of German ninth-grade pupils (National Education Panel Study (NEPS),
2020, henceforth NEPS sample; see also Blossfeld and RoRbach, 2011). In our sample, 42.5
percent are male, and the adolescents are, on average, 14 years old, which is the regular age
for attending eighth grade. Thus, adolescents in our sample are almost one year younger on
average compared to the representative NEPS sample which is because some schools start
the mentoring program in grade eight instead of grade nine. However, only ninth graders
are sampled in NEPS. Due to the design of the mentoring program, students in our sample
attend the lowest-track secondary schools in Germany at baseline. In the representative
NEPS sample of ninth graders in Germany, more than one-third of all adolescents attend the
highest, academic-track secondary schools (Gymnasium). Compared to the NEPS sample,
where 35.7 percent of adolescents have a migration background, 57.9 percent of adolescents
in our sample have a migration background.

We measure adolescents’ SES with the number of books at home. This measure is commonly
used in the literature (Schitz et al.,[2008) and provides a good proxy for the families’ edu-
cational, economic, and social background. In our sample, the share of adolescents with
at most 25 books at home is 44.9 percent which is more than double the respective share
in the NEPS sample (17.6 percent). In contrast, only 26.4 percent of our adolescents have
more than 100 books (compared to 60.2 percent in the NEPS sample) and are therefore un-
derrepresented in our sample. On average, 74.8 (59.5) percent of students in our sample
state that their father (mother) is working part- or full-time, while the respective share is 94.0
(80.2) percent in the NEPS sample. The differences in the two samples regarding the family

¥ The program is set up to last one year, with a potential extension to a second year.
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background are all highly statistically significant. Overall, these numbers corroborate that we
have a sample of disadvantaged adolescents, demonstrating that, on average, the mentoring
agency successfully offers its program to disadvantaged adolescents.

In addition, 14.6 percent of adolescents in our sample exhibit math grades that are so low that
they are at risk of repeating a grade or failing the subject, while the share of these pupilsis only
7.5 percent on average in the representative NEPS sample without students from the highest
track. The difference is statistically significant. Surprisingly, the average school performance
in math of the adolescents in our sample does not differ from that in the representative sample
of students from the lowest-track schools. Focusing on students’ non-cognitive skills in terms
of the Big Five personality traits, there are no significant differences between the samples
except for neuroticism: students in our sample exhibit slightly higher values for neuroticism.
Lastly, adolescents in our sample engage less often in extracurricular activities, such as playing
an instrumentin an orchestra, engaging in youth groups or a volunteer fire brigade, compared
to students in the representative NEPS sample.

3.2.4 Reasons for Dropout

In the follow-up survey, we asked respondents who indicated that they do not meet with their
mentor anymore about why their relationship ended. In this section, we discuss reasons that
mentees and mentors mention for dropping out.

Besides the surveys among mentees, we also conducted a survey among mentors which was
administered from September to December 2018. The purpose of this survey was to gain
an exploratory insight into the mentors’ characteristics, including details about themselves
and their studies, as well as their evaluations of their mentoring relationship. However, we
did not invest the same effort in reaching out to the mentors as we did in contacting the
adolescents since this survey was rather aimed at providing supplementary information that
we did not plan on using in primary analyses. Given that the mentor sample consists of only
114 university students, with 31 indicating a premature closure of their mentoring relationship,
we refrain from using this data during the subsequent sections of this paper.

The question eliciting reasons for dropping out was presented in a multiple-choice format,
consisting of 12 (14) items for mentees (mentors) along with an open category. As a result, the
reasons provided are not mutually exclusive. An overview of the reasons elicited is shown in
Table[3.2] The two reasons for the discontinuation of the mentoring relationship most often
mentioned by mentees are that they did not have enough time to meet (48.9 percent) and
that they did not feel like meeting anymore (40.9 percent), while those mentioned most often
by the mentors are that the mentee has not contacted the mentor anymore (48.4 percent)
and that they did not have enough time to meet (25.8 percent). Mentor-mentee mismatch in
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terms of not getting along very well is a reason for the break-up of the relationship in only
approximately 10 percent of the relationshipsF_Gl

In some cases, it could be rational for mentees to leave the program: in theory, mentees may
rationally decide to leave the program early if they perceive it as less effective or beneficial than
initially expected. However, only a few mentees mention having had other expectations of the
program compared to what it was (13.6 percent). Additionally, the fact that the mentor could
not help is mentioned less frequently by mentees (8.0 percent). Similarly, only few mentees
indicate that they have achieved everything during their relationship that they planned to
do (3.4 percent). Thus, these descriptions suggest that the mentoring relationship has rather
faded out.

Taking together these numbers with the evidence from previous studies that suggest negative
effects from premature closure of relationships on the one hand, and positive effects of
program participation in general on the other hand, further interventions to reduce dropout
seem desirable[!]

3.2.5 Pre-Selection of Predictors and Pre-Processing

To study potential predictors of dropout, we use variables from the baseline questionnaire,
i.e., before the start of the mentoring program and before mentees are assigned to their
mentors. Our data set contains a large set of background variables on the mentees. Self-
reported data on grades and school hours are included. Table[3.3]lists the baseline variables
that consist of the following categories: socio-economic predictors, parental background, life
circumstances, help from others, lack of orientation in career choice, applications, school
and kindergarten, social life, preferences, non-cognitive skills, personality traits, tests, future
outlook, and self-assessed school behavior.

Missing values, noisy data, and inconsistent and superfluous data lead to low-quality data and
will result in low-quality performance of any prediction model, including ML methods (Garcia
et al.,2015). Thus, data pre-processing is essential before starting to fit a model. As a first step,
we address the presence of missing values. Overall, for the vast majority of variables in our
sample, the number of missing values is small (Appendix Table[A3.1) [ For the small fraction
of missing values in categorical variables, we recode the missing values to the mode category,
i.e., the most frequently occurring category. For continuous variables, we impute the missing

10 Not getting along very well might not be a reason for dropping out that often since mentees and mentors are
matched based on mutual preferences.

11 Of course, one has to keep in mind that the benefit for participants from not dropping out (versus dropping
out) is not identified from studies evaluating the programs since dropout is endogenous in that setting.

12 Four variables exhibit a larger fraction of missing values because the first cohort includes data from two pilot
studies in which not all questions from the main survey were included yet. Self-reported grades exhibit a larger
share of missing values because students at one specific school did not obtain grades in the previous school
year.
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values with the mean of the respective variable. For our dependent variable, dropout, we
mainly rely on self-reported information regarding whether the relationship is still active. For
the few cases where the mentee information is missing, we use administrative information on
participation status from the mentoring sites.

Before applying different prediction algorithms to our data, we convert the categorical vari-
ables with more than two categories into dummy variables without omitting the baseline
category since all categories can be included when using methods that automatically select
the relevant subset of predictors. We end up with 89 variables from the baseline survey as
predictors.

3.3 Machine Learning Algorithms to Predict Dropout

Predicting participants’ dropout risk can be described as a standard prediction problem.
Hence, prediction models taken from the ML literature provide a natural choice for estimating
predictions. Using ML methods instead of more traditional methods bears the advantage that
one does not have to specify the relationship between input and output beforehand, especially
in settings where it is not clear which variables are important for predicting the outcome.
For example, ordinary least squares (OLS) which minimizes the sum of squared residuals,
focuses on unbiasedness and is thus not optimal for prediction problems (Kleinberg et al.,
2015). In the presence of highly correlated predictor variables, OLS might still be unbiased
but may have a large variance which can lead to overfitting. Overfitting refers to a situation
where a model performs well on training data but does not generalize well to unseen data
and can therefore lead to low prediction quality (Hastie et al.,2015). In addition, OLS tends
to be unstable when the number of covariates (p) is close to the number of observations (n)
and interpretation might become difficult since it will likely assign a non-zero coefficient to
all explanatory variables (Hastie et al., 2015).

To overcome these shortcomings and to estimate predictions of dropout behavior, we use
two supervised ML methodd®} the LASSO and the Random Forest. Since we predict a binary
event consisting of the two classes “dropout” or “no dropout”, we use the binary classification
techniques of the respective methods.

3.3.1 Prediction Algorithms

LASSO. The LASSO algorithm is a linear regression regularization technique. We use regular-
ization (shrinkage) to reduce the variance which may come at the cost of introducing some

13 1n supervised ML problems, predictors X; and the outcome Y; are observed (Athey and Imbens,[2019). The
use of labeled data sets distinguishes this ML strategy from unsupervised learning. These data sets are intended
to “train” algorithms to correctly classify data or forecast outcomes. In contrast, unsupervised learning examines
and groups unlabeled data sets. These algorithms are referred to as “unsupervised” since they identify hidden
patterns in the data and the goal is to partition the data into subsamples or clusters (Athey and Imbens,|2019).
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bias. Nevertheless, this enables us to derive more accurate predictions (James et al., 2015) of
dropout which is our main objective. In particular, we use the LASSO regularization: LASSO
penalizes the sum of the coefficients’ absolute values, also called L1-norm. The idea is to
penalize excessive complexity in the models (Varian,[2014) by adding an additional penalty
term to the usual OLS minimization problem. To obtain the LASSO coefficients, one minimizes
the following loss functio(James etal.,[2015):

n P P P
: 2

O3 (yi — Bo ; Birij)? + A ; 8j] = RSS + A ; 1841, (3.1)
where RSS denotes the residual sum of squares, n the number of observations, and p the
number of predictors. y; denotes the binary outcome of interest, dropout from the mentoring
program, and z;; is the value for the /™" observation for the j* variable (i=1, 2, ..., n and
j=1,2,..,p) (James et al., 2015). The tuning parameter A controls the strength of the L1-
penalty: as ) increases, the variance decreases and the bias increases. We can easily notice
that if A equals zero, we obtain the usual OLS formula. Since the dependent variable is binary,
we apply a logistic regression and hence maximize the following penalized version (Hastie
etal.,2016):

max{(Y_[yi(Bo + Y fry) —log(L+ M E B AY gy (32)
=1 j=1 J=1

As a result of this regularization, some coefficients are exactly shrunken to zero (James et al.,
2015). Since LASSO shrinks some coefficients to zero, it performs variable selection (i.e., model
selection) and hence leads to sparser and simpler models. Thus, LASSO decreases the model
complexity by decreasing the number of predictors and is, therefore, less prone to overfitting.
This makes model interpretation easier than with many predictors and solves the curse of
dimensionality, even in cases with a large number of variables that exceeds the number of
observations (p > n).

To sum up, LASSO is an algorithm for model selection which identifies the variables with high
predictive power. One of the main strengths lies in its capacity to automatically select the
most relevant variables, especially if the researcher has no priors. This characteristic renders
the LASSO less susceptible to overfitting, consequently enhancing predictive accuracy. Since
we have a relatively large number of p compared to the overall nin our sample, LASSO seems
a good fit for our study.

One shortcoming of the LASSO, however, is that the model selection is only consistent under
the irrepresentable condition. This motivates our use of the adaptive LASSO (Zou, [2006;
Ahrens et al., 2019). The nice feature of the adaptive LASSO is that it is variable-selection

14 The loss function in any ML algorithm measures during optimization and training how well an algorithm is
performing or rather how far off the predictions are from the actual values. This is also referred to as the objective
function.
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consistent under weaker assumptions compared to the “normal” LASSO for fixed p (Ahrens
et al.,2019). The adaptive LASSO has the oracle property which means that “it performs as
well as if the true underlying model were given in advance” (Zou,[2006, p. 1418). In other
words, an estimator with the oracle property has the ability to select the true relevant variables
consistently. The only difference to the “normal” LASSO is that we modify the penalty term by
assigning differing weights to the coefficients (Zou,2006). As weights, we use the absolute
value of the inverse of the 3s from a ridge regressio

. 1
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Post-LASSO. In this model, we use the variables selected by LASSO and use them as covariates
in a logit model to predict the outcome, i.e., dropout. Since Post-LASSO only chooses a subset
of variables to utilize as predictors in an OLS or logit model, it is simple to interpret. Each
variable’s significance is well known (Sansone,2019).

Tree-Based Methods (Random Forest). As an alternative classification method, we use
a tree-based method, the Random Forest, which consists of growing many classification
trees. We introduce classification trees in Appendix|A3.1] We use this alternative method
since trees, and thus also Random Forests, have the advantage that the researcher does not
have to impose virtually any initial restriction on the functional form or the interaction of
the predicting variables. Trees can inherently capture any kind of nonlinearity necessary
for deriving accurate predictions. However, decision trees can suffer from high variance. A
method for overcoming this problem is the Random Forest, an ensemble learning method.
The idea of the Random Forest is to create several training sets, set up a prediction model
on each training set, and then average the predictions that result from these models. The
procedure is the following: first, on a chosen bootstrap sample of observations, one grows a
tree. At each node of the tree, only a random subset of predictors (m out of p) is considered
as split candidates, among which only one is used at each split (James et al., 2015). This
procedure decorrelates the trees, i.e., reduces the correlation or similarity between individual
trees. This process is repeated to grow multiple trees. To make the final prediction, a majority
vote among the predictions of the individual trees is used. By averaging predictions across
multiple trees, the variance decreases (James et al., 2015). Having a large number of trees
results in an improved prediction accuracy, but also leads to a loss of interpretability (James
et al.,2015). ARandom Forest is thus not as easy to interpret as single decision trees. However,
it is possible to estimate which variables are most important for the predictions, i.e., which
variables contribute the most to improving the prediction accuracy (Varian, 2014).

To sum up, the intuition behind Random Forests is that by aggregating the predictions of nu-
merous individual trees, the ensemble may better generalize, capture more complex patterns
in the data, and minimize the impact of outliers. As a result of the randomization included

15 Ridge regression is similar to LASSO, except that it adds a different penalty term to the loss function. We give
more details in Appendix|A3.1]
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during the feature selection and bootstrapping processes, overfitting is decreased, and the
diversity of the trees is increased. Compared to LASSO, it can handle both linear and nonlinear
relationships and it is more robust to outliers.

Logit Regression Model. We finally consider a simple logit regression model for comparison
even though it tends to overfit the data, especially in high-dimensional settings with a large
number of predictor variables[’¥| These models are fit by the maximum likelihood method,
so we maximize the log-likelihood (Hastie et al.,[2016) which is essentially the same as in
equation but without the penalty term. With that, we estimate the coefficients and then
compute the probabilities of dropout for each observation.

3.3.2 Implementation Details

Training and Test Data Set. As is standard in any ML application, we split our data into
training and test sets. While we use the training data set to fit prediction models, we evaluate
the performance of the model predictions in the test data set to avoid overfitting. We use
a Leave-One-Out procedure to generate a test sample of sample size n as follows: we hold
out one observation from the sample and fit the prediction models in the training sample
with the remaining n — 1 observations. We then compute the out-of-sample prediction for
the observation that has been held out from the estimation procedure. Next, we hold out
a different observation of the sample. In turn, we fit the model with the remainingn — 1
observations and compute the out-of-sample prediction. We repeat this procedure until every
observation in the sample has been selected once to be held out from the sample, and n
single-observation test data sets have been created. This results in an aggregated test data set
consisting of all n observations with n predictions, each of which has been estimated out-of-
sample (without seeing the data point for which the fitted models computed the prediction).
This allows us to use the largest possible training sample of n — 1 observations while making
it necessary to fit all prediction models n times with a resulting high, but in our case feasible,
computational burden.

Tuning. To achieve the best performance of the ML algorithms, we tune the hyperparameters
of our two models[] In the case of the LASSO, we use 10-fold stratified cross-validation to
tune the hyperparameter /\ To do this, a grid of A values is used and we then select the

16 Since OLS might lead to calculating probabilities larger than one and smaller than zero, we use a logistic
regression model instead of an OLS model as we are interested in the dropout probabilities.

7 Hyperparameters are parameters that are set before the learning process starts. Hyperparameters are provided
or chosen using a search process, as opposed to the model’s parameters, which are immediately learned from
the training data.

18 The idea of 10-fold cross-validation is similar to the Leave-One-Out procedure explained before. The main
idea behind cross-validation is to randomly divide the observations into k folds of equal size (James et al.,2015).
Then one of the folds is used as a validation set, while the other & — 1 folds are used for model fitting. The “error”
is then computed, and the procedure is repeated k times. Averaging the k test errors yields the overall error.
When we apply cross-validation, we use stratified cross-validation, i.e., we ensure that the data is split such that
all splits are representative in terms of the location site where participants are from.
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tuning parameter value for which the cross-validation loss is smallest (James et al., 2015).
The cross-validation loss is deviance (Friedman et al., 2010) which corresponds to RSS in
linear models. We subsequently refit the model using all available observations in the training
sample with the selected value of the tuning parameter A and use this model to predict the
probability of whether a participant drops out early of the program for the out-of-sample
observation, i.e., the observation in the test sample.

We also tune the following hyperparameters of the Random Forest: the number of variables
that are randomly sampled at each split (mtry), the number of trees grown (ntree), and the
minimal node size (min.node.size) which controls the tree complexity. We tune the hyperpa-
rameters for each of the 254 random forests. We proceed in the same manner as for LASSO,
i.e., refit the model with the chosen values of the tuning parameters in the training set and
use this to predict the dropout risk for the out-of-sample observation.

3.3.3 Performance Measures

The statistics literature suggests several measures for assessing the out-of-sample prediction
quality of estimation methods. In this section, we describe these measures. Since our de-
pendent variable is binary, we mainly use measures suitable for classification problems. All
classifiers estimate a predicted probability for program dropout.

The first measure that we report is the accuracy. The accuracy measures the proportion of
correctly predicted instances (i.e., those who drop out and are predicted to do so, and those
who do not drop out and are not predicted to do so) over the whole set of observations. In
particular, we add the true positives (TP) and true negatives (TN) and divide by the total
number of classifications to obtain the overall success rate (Witten et al., 2017):

TP+ TN

Accuracy = o FFN+FP

In our application, TPs are those who drop out of the program (W; = 0) and are correctly
predicted as dropouts (Table[3.4). TNs are adolescents who do not drop out of the program,
i.e., those who still have a mentor following the first year, and are correctly predicted as
non-dropouts. False positives (FP) are those who do not drop out but are predicted to be
dropouts. Adolescents who drop out but are predicted to still have a mentor after one year
are false negatives (FN).

In case of unbalanced data, accuracy might be misleading. Therefore, two alternative mea-
sures for the quality of algorithms are sensitivity and precision. On the one hand, sensitivity
yields the share of correctly predicted dropouts among all true dropouts, that is, the number
of TPs divided by the sum of TPs and FNs. In other words, sensitivity is defined as the pro-
portion of correctly identified positives (Han et al.,2012). One should prioritize sensitivity
when aiming at minimizing FNs, i.e., those who are predicted to stay but drop out. This is the
relevant measure if it is of interest to correctly predict a high number of dropouts among all
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true dropouts which is identical to minimizing the number of dropouts that are predicted
as non-dropouts. On the other hand, precision is the share of correctly predicted dropouts
among all predicted dropouts, that is, the number of TPs divided by the sum of TPs and FPs.

- TP
Sensitivity = —
TP +FN

. TP
Precision = ———
TP + FP

Lastly, the ROC curve is another performance measure that demonstrates a classifier’s perfor-
mance without taking the class distribution or error costs into account (Witten et al., 2017)
which is a drawback of the previous measures. The ROC curve plots the sensitivity, i.e., the true
positive rate (TPR), on the vertical axis, and 1 — speci ficity, i.e., the false positive rate (FPR),
on the horizontal axis. Specificity is the true negative rate showing the proportion of correctly
identified negatives (Han et al.,2012). Thus, the ROC curve reveals the trade-off between
the TPR and FPR (Han et al.,2012). A graph depicting the ROC curve usually also shows a
diagonal 45-degree line which represents random guessing. Consequently, the further away
the ROC curve is from the diagonal line (towards the upper left corner), the more accurate the
model (Han et al.,2012). A related measure which results from the ROC curve is the AUC (Han
et al.,2012). One can interpret the AUC as the probability that a randomly chosen dropout
observation is more likely to be classified as a dropout than a randomly chosen non-dropout
observation.

3.4 Performance of Algorithms

In this section, we first examine the performance of the different algorithms based on estab-
lished measures in the statistics literature explained in the previous section. Then, we focus
on the variables that are important for predicting dropout.

3.4.1 Results

First, we analyze the algorithms’ performances based on established measures in the statistics
literature explained in the previous section. Table[3.5/compares the predictive out-of-sample
performance of the selected algorithms (Random Forest, LASSO, Post-LASSO, and logit) in
terms of accuracy, sensitivity, and precisionThe higher the values and the closer to one,
the better the performance of an algorithm. The results provide several insights. First, the
performance of all algorithms seems rather modest. Table[3.5/shows that all the algorithms
achieve accuracy values ranging from 0.6 to 0.7, and sensitivity values ranging from 0.1 to

19 Accuracy, sensitivity, and precision reported in Table rely on the assumption about the probability cut-
off used to classify observations in dropouts and non-dropouts: the traditional cut-off used for classifying
observations as a dropout is 0.5. For graphical illustration, we plot the distribution of the predictions in Appendix

Figure[A3.1]
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0.5. Second, the Post-LASSO algorithm seems to perform better than the Random Forest
algorithm in all three performance measures. In addition, the logit model performs similarly
to the Post-LASSO, but the disadvantage is that the model cannot be estimated unless some
arbitrarily chosen variables are dropped from the estimation| This suggests that in our
setting, ML algorithms do not outperform more traditional algorithms to a large extent.

Another performance measure is the ROC curves, which illustrate the performance of the
algorithms for different cut-off values. They show how the choice of the best algorithms
depends on the cut-off used to classify predictions as dropout. However, ROC curves provide
no clear guidance on how the choice of the cut-off should optimally be made to select a
specific point on the ROC curves. Points on the curve that are closer to the upper left corner,
i.e., close to a sensitivity of one and 1 — speci ficity of zero, are preferable but it is not clear
which point on the curve is the best. According to Figure[3.1} Post-LASSO again seems to
perform best since its line lies closer to the upper left corner compared to the other algorithms,
which is in line with the results in Table[3.5] The AUC measure also reinforces this pattern with
Post-LASSO yielding the highest value of 0.7, closely followed by LASSO. The use of alternative
algorithms (“normal” LASSO, ridge, and neural networks) led to no further improvements in
prediction accuracy or sensitivity (results are shown in Appendix Table[A3.2).

Thus, taken together, the ML algorithms have rather modest performance. Post-LASSO seems
to perform best among the ML algorithms that we have chosen. Additionally, the logit model
does not perform much worse than the ML algorithms.

3.4.2 Important Variables for Dropout Prediction

In this section, we want to learn more about which variables and information about the
students are important for dropout and how the dropout rate depends on these variables.
Therefore, we investigate the most important predictors in the LASSO and Random Forest
algorithms in this section. The results could then be used as an initial starting point to target
efforts for collecting variables that are most important for predicting dropout. For example,
the agency might be interested in designing a (short) questionnaire for participants at the
beginning of the mentoring phase to get a sense of the dropout risk. Such a short question-
naire might help the program agency to estimate participants’ dropout risks and to target a
specific share of participants with an intervention to reduce dropout in case funding for these
additional interventions is limited.

The aim of these predictions is to make recommendations for program agencies and policy
rather than generating causal relationships between the variables and dropout. In addition,
we can learn more about whether the participants who benefit the most from the mentor-

20 Out of 89 variables in total, seven variables are dropped in the full logit model: migrant first generation,
city identifier MA, mother employment (do not know), father employment (do not know), mother university
education (do not know), father university education (do not know), math performance (do not know).

62 Improving Educational Outcomes



3 Can Predicting Dropout in Social Programs Increase Program Returns?

ing program, i.e., the most disadvantaged students (Resnjanskij et al., 2024), also have a
particularly high risk of dropping out early of the program.

Before turning to the most important predictors obtained from the ML algorithms, we present
differences in selected baseline characteristics between participants who stay in the program
and those who drop out early. Table [3.6] shows that those who drop out of the program
tend to demonstrate poorer performance in math, possess lower overall grades, and display
lower scores in cognitive reflection and effort tests. In addition, those who drop out of the
program tend to have a migration background more often and have a lower socio-economic
background than those who do not drop out, measured by their books at home. These findings
are in line with Kupersmidt et al. (2017) who find that racial and ethnic minorities, migrants,
and those having academic problems are at risk of premature closure of their mentoring
relationship. Moreover, as expected, students who drop out of the program less often engage
in extracurricular activities and seem less open to experience. The difference between the
two groups is not statistically significant in all other four categories of the Big Five personality
traits. Similarly, there is no significant difference by gender related to dropout.

Important Predictors. As opposed to the LASSO that automatically selects important pre-
dictors, the results from Random Forest have limited interpretability. Hence, it is important
to obtain an overall summary of the importance of each predictor. To do so, we calculate
the variable importance. The general idea is to take each predictor variable and randomly
permute its values in the data while keeping the other variables as they are. Then, we can
measure the resulting loss in accuracy on the out-of-bag samples, i.e., the damage to the
predictive model when not having the true values of a given variable (James et al.,|[2015).
We then calculate the average difference between the original data’s prediction error and
the prediction error after permuting each variable over all trees. Finally, we normalize this
difference by the standard deviation of the differences (Breiman et al.,2018). This procedure
yields the variables most important in the model and most important for accurate predictions
of the response.

We present the importance of the variables according to LASSO and Random Forest in Figure
Since we use each observation once in the test sample, we run the Random Forest 254
times. We obtain 254 importance measures for each variable in the data set and calculate the
mean value for each predictor. Panel A of Figure[3.2]lists the 20 most important predictors
based on the Random Forest algorithm, sorted from the largest to the smallest importance
measure. Panel A of Figure[3.2]shows that the variable “extracurricular activities” is the most
important variable in the model.

Similarly, we can also focus on the variables selected by the LASSO algorithm. As for the
Random Forest, we run 254 LASSO models and hence obtain 254 selections of variables. Panel
B of Figure[3.2]shows the 20 variables selected most often in one of the subsets | The figure

21 Appendix Figure and Figure show the whole set of selected variables and their variable importance.
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shows that the first 18 variables are selected in each round, i.e., in 100 percent of the subsets.
When comparing these 20 variables most often selected by LASSO to those with the highest
importance scores from the Random Forest, we see that more than half of the variables are
among the most important variables in both models (shaded in blue), emphasizing their
importance across models. These twelve variables are the following: willingness to self-assess
math performance, participation in extracurricular activities, self-efficacy, application for
an apprenticeship, mother employment (job-seeking), biological father, father employment
(part-time), cognitive reflection test, openness, German speaking, classmates expect effort
at school, and live with stepfather. Dividing these variables into different categories yields
the following categorization: family environment, such as parental employment and the
living situation, the student’s performance in math, and personal characteristics, such as
self-efficacy, openness, and whether the students engage in extracurricular activities

Dependence between Input and Response Variables. With the knowledge of the most
important variables in the model, we also examine how these variables determine the dropout
rate. To do so, we focus on the six most important variables with the highest importance score
in the Random Forest and selected in each round by LASSO at the same time: the mother’s
and father’s employment situation (whether the mother is job-seeking, and whether the
father works part-time), the student’s engagement in extracurricular activities, a student’s
self-efficacy, the willingness to self-assess her own math performance, and the application for
apprenticeshipsF_gl To illustrate how these six baseline variables determine dropout, we use
partial dependence plots (PDPs). PDPs help to understand the dependence between predictor
(input) and response variables. They offer insights by visualizing the conditional probability
P(W = 0|X = x) for different realizations of X. They illustrate the partial effect of a feature
on the predicted outcome of an ML model (Friedman,2001; Molnar,2021). To create a PDP,
we first choose a predictor variable of interest. Next, we hold all other features in the model
fixed and average the predictions over all possible combinations of these other features. By
varying the value of the selected predictor variable across its range of values, we can predict
the outcomes using the ML model for each value. This process allows us to observe how the
predicted outcomes change in response to different values of the selected predictor variable
while holding other features constant.

We investigate how these six previously mentioned variables are associated with dropout
behavior in Figure[3.3[% The x-axes of the plots represent the values of the selected features,
while the y-axes represent the corresponding predicted outcome. For those who were not
engaged in extracurricular activities (Panel A of Figure[3.3), and whose mother was seeking a
job at the time of the program start (Panel B), the risk of dropping out prematurely is around

22 We do not elicit participants’ time (in)consistent behavior. A related concept is patience which we measure in
the survey. However, this variable is not selected either by the Random Forest or the LASSO.

23 parental employment categories are working full- or part-time, job-seeking, not employed (e.g., housewife/-
husband or pensioner), or that adolescents do not know the employment situation of their parents.

2 Figureshows results from Random Forest. The results for LASSO/Post-LASSO are similar and are shown in

Appendix Figure
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four to five percentage points larger than for those who engaged in extracurricular activities
and whose mother was not seeking a job, respectively. Those with a father working part-time
(Panel C) also have a lower risk of dropping out than those whose father does not work part-
time. Panel D presents the link between students’ willingness to report their math performance
and the dropout risk. Participants who do not know or are not willing to assess their math
performance are more likely to drop out In addition, those who have already applied for an
apprenticeship have a higher dropout risk than those who have not yet applied (Panel E). A
student with a higher self-efficacy score on the five-point Likert scale (i.e., a student with a
higher belief in his or her own abilities to succeed in difficult situations) has a lower associated
predicted dropout risk. On the other hand, students with low self-efficacy scores are more
likely to drop out (Panel F).

Overall, the evidence of all major determinants of dropout points towards more disadvan-
taged participants being at higher risk of dropping out. Resnjanskij et al. (2024) find the
program to have the highest effects on disadvantaged adolescents, whose higher dropout
risk suggests that they might not be aware of the program’s expected gains when deciding to
drop out. Therefore, we also examine the PDP for the variable measuring the socio-economic
background of a student, books at home. Appendix Figure[A3.5shows that more books at
home, as measured by a higher value on the six-point scale, are associated with a lower
predicted dropout risk. Conversely, disadvantaged participants with a lower socio-economic
background are more likely to drop out. A potential reason for not selecting “books at home”
in LASSO could be the nonlinear relationship between books at home and the dropout risk.
Additionally, if this variable is highly correlated with others, then this variable might not be
selected %]

3.5 An Economic Analysis of Program Dropout

Participants who drop out create direct and indirect costs for the program agency. These arise
from administrative costs and forgone benefits of others who could have participated in the
program. This section introduces a simple framework to analyze the trade-offs confronting
the program agency and the participant. The agency compares expected benefits and costs
before intervening to prevent potential dropout. Later program dropouts by an enrolled

25 Surprisingly, students who report performing well in math (better than others) are slightly more likely to drop
out of the program. This could mean that these children do not need support from mentors and hence choose
to drop out of the program. However, the fact that the mentor could not help is rarely cited by mentees as a
reason for dropping out (see Table.

26 This phenomenon isacommon problem regarding the interpretation of the variable selection by LASSO: if some
variables are highly correlated, they serve as substitutes, and some variables will be used in one partition, not in
another. Nevertheless, using very different variables can still produce fairly similar predictions (Mullainathan
and Spiess,|2017).
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participant are assumed to reduce the benefits of the agency because the program still faces
the direct or indirect costs related to the initial enrollment before dropout”]

Figure 3.4| presents the timeline of both agents’ choices (the program agency and the (po-
tential) participant) in the model and emphasizes at which stage predictions of dropout risk
enter the choice problem of the program agency. The initial decision by an adolescent is
whether to apply for program participation or not. This is not modeled in our framework,
and we take this as exogenously given. Next, the program agency decides on an applicant’s
enrollment. In this study, we assume that a program agency enrolls all applicants since there is
enough supply of mentors. After enrollment of the applicants, the program agency can decide
whether to intervene further and reduce the dropout risk, conditional on enrollment. To avoid
unnecessary costs and the misuse of resources that might arise since some participants do
not drop out anyway, the program agency needs predictions of the participants’ dropout risk.
In the final step, the participant can choose to drop out early, whether the agency intervened
or not. Section(3.5.1introduces a simple Roy model to describe a participant’s dropout choice.
Section[3.5.2introduces a model to analyze the implications of the choice faced by the pro-
gram agency when confronted with the possibility of program dropout by participants: the
program agency can engage in active measures to reduce the dropout rate of participants;
for instance, by providing stronger supervision, additional incentives, or other behavioral
interventions. A potential intervention strategy is to provide comprehensive information
about the program, including clear guidelines and structure, along with emphasizing the
potential benefits for participants. This intervention approach directly addresses the issue of
incorrect expectations by participants and minimizes the psychological costs associated with
disappointment. Additionally, by providing a realistic understanding of the time commitment
required from adolescents, the participation costs for mentees could be reduced. Incentivizing
participation through the provision of vouchers could enhance motivation among participants,
thus increasing the value they derive from engaging in the program (consumption value). To
address the issue of mentees or mentors ceasing contact, the program agency could imple-
ment reminder systems for both mentees and mentors. These reminders serve as prompts to
maintain regular communication and can also assist mentees who exhibit time inconsistency
in their behavior. By alleviating the burden of scheduling meetings, these reminders might
also reduce the psychological costs for participants. Furthermore, offering full supervision
of the mentoring relationship by the agency can address self-control challenges and further
minimize participants’ psychological burdens. All these measures are costly and need to
be assessed against their expected benefits. Targeting them to at-risk participants avoids
unnecessary costs from spending resources on participants who would not have dropped out
anyway.

27 Note that in this paper, we do not intend to model the initial selection of applicants. We assume the pool of
potential program applicants to be exogenous for the program agency.
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3.5.1 ARoy Model for Participants’ Dropout Decision

Participant i has the choice to complete the program (W; = 1) or to drop out (W; = 0)
and receives the corresponding outcomes Y; ; or Y; ;. The participant’s benefits, e.g., from
improved labor-market prospects in case of successful program completion, are denoted by
B; =Y;1 — Y. We use V; to denote the (subjective) costs linked to completing a program.
Following the intuition of a generalized Roy model, participants choose to drop out if the
subjective costs exceed the benéfits:

1if Y1 -Yio>V,
0 otherwise.

The utility from completing the program is denoted by U; = (Y; 1 — Y, o) — V;. In accordance
with Eisenhauer et al. (2015), we assume that other, subjective benefits or an immediate
consumption value of the program (unrelated to Y; y/), are incorporated in the subjective cost
term of participation (V;). For instance, immediate consumption value derived from program
participation enters the cost term negatively, whereas psychological costs of participation
arising from the lack of self-control, impatience, or discomfort from being exposed to an
unknown situation positively contribute to the costs.

The probability of a potentially negative utility, i.e., Pr[(Y:1 — Yio) < V;], determines the
probability of observing a dropout m; o = E[W; = 0]. In the next section, we analyze the
case in which the program agency is able to invest additional resources to reduce dropout by
lowering the participation costs V; for an enrolled individual while leaving the content of the
program unchanged.

3.5.2 Cost-Benefit Considerations of the Program Agency Related to Dropout

Let Z; € {0,1} denote the program status of an applicant i, where Z; = 1 represents the
status of an enrolled applicant, and Z; = 0 describes an applicant who never got an offer to
enroll. After being enrolled in the program (Z; = 1), a participant drops out with probability
mio = 1 — m;1, where 7; ; denotes the probability of completing the program (E[WV; = 1]). As
the dropout by a participant is observed only after enrollment, the agency must form a priori
expectations about the probability of dropout 7; .

The benefits of the program agency derived from participant i depend on the participant’s
completion of the program with higher benefits for a participant who completes the program
(By > By). We assume that the benefits for the program agency are constant across all
participants: in the event of a participant successfully completing the program, the agency
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receives a benefit of By, while in the case of non-completion, the benefit is BoF_g] These
benefits may come from multiple sources such as the possibility to obtain additional funding,
media attention, reputation, and the long-term success of the participant. We assume that an
applicantwho has never been offered program access and a participant who drops out, provide
similar benefits for the program agency (By = B(W; = 0|Z; =0) = B(W; =0|Z; = 1)). The
program benefits derived from an enrolled participant are given by the following switching
regression:
Bf(W))=(1—-W,)-By+W;-By=By+ W, (B — By).

Using T, o = 1 — E[W; = 1]and m;; = E[W; = 1] and n to denote the total number of initially
enrolled program participants, the expected total benefits of the program read:

n n

E[BY] = Z E(Bf) = [moBo+ (1 = mo)Bi] = > [Bo+ (1 — mi0)(B1 — By)).

i=1 =1

The program faces direct costs (C',) for each participant enrolled in the program (Z; = 1).
These costs are, e.g., recruitment costs and the direct costs for enrolling the applicants. They
are independent of the enrolled participants’ later dropout choice.

In principle, the program agency has the option to restrict program access. By comparing
the expected benefits E[B] and the costs C., the program agency could decide whom
to enroll and whom to decline’] However, restricting program enrollment might not be
feasible. If there are no frictions on the supply side (i.e., mentors), social programs might
be willing to enroll every applicant interested in joining the program. This is also due to
ethical considerations since the program agency might not want to turn away applicants
when there are available spotsff] Moreover, restricting program enrollment to participants
who have a low dropout risk might lead the agency to send away adolescents who would
benefit most from participation (i.e., the most disadvantaged adolescents). In fact, in our
application, 42.1 percent of low-SES mentees dropped out early from the mentoring program,
while the share was only 28.6 percent for higher-SES menteesE'] Thus, we focus our analysis

28 We acknowledge the potential concern regarding the assumption of constant program benefits B; and
By across participants, particularly in light of the finding of heterogeneous effects by adolescents’ SES by
Resnjanskij et al. (2024). However, even when we relax this assumption to allow for differential benefits based
on participants’ SES - for example, assuming that low-SES adolescents derive greater benefits from program
participation (B; = 2) than higher-SES adolescents (B, = 1) - the findings of this study remain unchanged. We
show this in section[3.6.2]

2 We present this maximization problem in Appendix[A3.2]

30 |n fact, the mentoring program RYL promotes the development of one’s full potential for pupils and young
people.

31 Measuring participants’ SES using the same measure as in Resnjanskij et al. (2024) yields the same numbers as
using less than 25 books at home as the low-SES indicator. In Resnjanskij et al. (2024), adolescents are classified
as “low-SES” if they meet at least one of the following three criteria: (i) lack of educational support, indicated by
the absence of a university-educated parent and a scarcity of books at home; (ii) lack of economic or time support,
indicated by living with a single parent and having few books at home; (iii) lack of language or institutional
support, indicated by a first-generation migrant background (i.e., being born abroad). Adolescents who do not
meet any of these criteria are classified as “higher-SES”.
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on a program agency with access to interventions to prevent dropout of already enrolled
participants instead of restricting initial enrollmentff]As previously mentioned, the program
agency could actively employ measures to reduce dropout, such as sending messages via
phone to remind mentees and mentors to meet, giving out gift cards for joint activities, inviting
mentors and mentees to social gatherings, etc. Since the program agency has the incentive
to avoid unnecessary costs arising from investing in the reduction of dropout for program
participants who would never drop out in the first place, a precise prediction of the individual
dropout risk, 7, o, is central for cost-efficiently distributing these additional measures.

Intervention Choice with Full Mitigation of Dropout Risk. Different trade-offs arise de-
pending on the measures available to the program agency. In this section, we assume that
the agency does not restrict enrollment and leave the conditioning on Z; = 1 implicitin the
notation. In a simple version of the model, the agency has access to an intervention policy
t; € {0, 1} with costs C; that reduces dropout to zero if applied (¢; = 1). The costs associated
with the initial enrollment (C,) are sunk costs and do not alter the choice of the agency at
that stage. The expected profit of the program as a function of the intervention is given by:

n

E[ST(t)] = Z E[Bf - C. = t:C\] =) [By+ (1 = m0)(B1 — Bo) — C — ;,Cy].

=1
For every participant, the agency selects an intervention policy t; € {0, 1} to maximize:
n

max Z[BO + (1 — 7Ti,0 + tiﬂ'i,O)(Bl — Bo) — Cz — tth] (34)

t;€{0,1},Vi <
=1

The program agency will invest in the dropout intervention for participant / (¢; = 1) if the
expected benefits from the mitigation of the dropout risk 7;  to zero exceed the costs:

5,0 ° (Bl — Bo) > Ct . (35)
N — v v
Expected benefits of the intervention Costs

As the dropout risk ; o determines the expected profit, the correct prediction of the dropout
risk is instrumental in deriving the optimal policy for the agency. Wrong predictions lead to
suboptimal intervention choices and decrease the profit of the agency. Thus, how the agency

32 We also set up a two-stage model, including the enrollment choice as a first stage (see Appendix|A3.2). We
decide not to use it in the analysis since the status quo is to enroll all applicants when there is enough supply
(mentors). Based on supplementary calculations, the potential supply of mentors across Germany could amount
to approx. 75,000 (using data on incoming students and the share of those who engage in voluntary activities
such as youth and social work). A cohort of eighth graders in Germany consists of around 135,000 students.
However, not all adolescents within the program agency’s potential reach are interested in participating. The
supply-side restriction may not be important when considering that adolescents participate voluntarily in the
program, and many may decide not to do so. Thus, even if 44 percent of adolescents within the program agency’s
potential reach decide not to participate, there would still be enough mentors available for each mentee (see
also Resnjanskij et al.,2024).
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computes these expectations (7; ), and their precision determines the program agency’s
profit.

Table[3.7]presents the program profits based on the model in equation (3.4). As before, we
assume that the intervention completely prevents dropout, i.e., we assume that a participant’s
dropout risk is reduced to zero once the program agency intervenes. Table[3.7|shows that a
program agency intervenes with further measures for adolescents that exhibit a high dropout
risk, i.e., for those whose dropout risk is larger than the costs relative to the benefits (C,/(B; —
By)). In that case, the expected profit for the agency is B; — C;, no matter whether the
participant would have dropped out or not. In case of no intervention (¢ = 0), the agency
either obtains By (if W; = 0) or By (if W; = 1).

Intervention Choice with Partial Reduction of Dropout Risk. To relax the assumption that
the intervention mitigates the dropout risk completely, we assume that the intervention ¢
decreases the dropout risk by a constant share §, but does not eliminate it to zero. We can
formalize the maximization problem as follows:

n

max [BQ + (1 — 7T7;,0 + (St;ﬂ'ip)(Bl — Bo) — Cz — t;Ct/], (36)
te{0,1},Vi —

with 0 < 0 < 1. In that case, the program finds it optimal to intervene (¢ = 1) if:
571'1‘70 . (Bl — B()) > Ct/.

The expected program profits in Table[3.7jonly change for W; = 0 in case the agency intervenes
(t* = 1). For an intervention that reduces dropout by 50 percent (§ = 0.5), the expected
program profit then amounts to (B; + By)/2 — Cy (see Appendix Table[A3.3).

Implications of Dropout Risk for Optimal Program Behavior. Figure[3.5illustrates how the
dropoutrisk affects the program agency’s optimal choice for participantiwho has already been
enrolled (Z; = 1). We assume that the dropout risk is completely mitigated if intervention
t; isimplemented and partially mitigated by a factor ¢ if intervention ¢ is implemented. In
Figure[3.5, S, and Sif denote the program profit if neither ¢; nor ¢, is implemented. The
program’s expected profitis B; — C. if the dropout risk is completely absent (m; o = 0) and
decreases in the dropout risk: the higher the dropout risk, the lower the expected profit. S5,
demonstrates the situation if intervention ¢; is implemented: the program agency’s expected
profitis B; — C, — C}. The program agency intervenes as long as , is larger than b =
Cy/(By — By). Figure shows that the larger the enrollment costs C',, the lower the y-
intercept and thus the expected profit. Furthermore, the lower the intervention costs C, the
lower the dropout risk at which the program agency should start intervening (intersection of
S, and SE). Thus, more applicants receive the intervention.

Furthermore, Figure 3.5]illustrates the optimal choice if an intervention (t;) only partially
mitigates the dropout risk. The program agency will then intervene if the expected profit
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from implementing intervention ¢/, denoted by Si%, is higher than Sif. This is the case if the
dropout risk exceeds point a on the horizontal axis in Figure[3.5] In contrast to intervention ¢;,
the program profit is still declining in 7, o if £/ is implemented.

We could further investigate the scenario in which the program agency has access to both
interventions and can choose among the interventions to maximize profits from the set:
(t: ) € {(0,0);(1,0); (0,1)}. Figure[3.5 provides the intuition of the program’s optimal
behavior for the scenario in which Cy < CtEf] The program agency will choose intervention ¢/
to partially mitigate the dropout risk for individuals with a small (7; o > a) to medium dropout
risk (m; 0 < b), whereas for high-risk participants the program agency will find it optimal to
switch to the more expensive but also more effective policy ¢; to fully mitigate the dropout
risk.

Beyond the aforementioned intuition, the scenario with more than one available intervention
does not add additional insights when combined with the empirically estimated dropout.
Hence, in the following section, we limit our attention to the single-intervention policy sce-
narios as described in maximization problems and to keep our empirical analysis
tractable.

3.6 Performance of Cost-Benefit Model

In this section, we present the results of the cost-benefit model, focusing on the number
of participants targeted with dropout-reducing interventions and on the program agency’s
expected profit in five scenarios. We first present results according to our main assumption of
a full reduction of the dropout risk (section[3.6.1). In section[3.6.2] we relax this assumption
and assume that the intervention decreases the dropout risk but does not eliminate it to zero.

3.6.1 Main Results

In this section, we first present five different scenarios to illustrate the use of the dropout
predictions and the model. Table 3.8 summarizes the decision rule employed by the program
agency as well as the specific predictions that are used in each scenario.

In the first scenario, referred to as the “predictions” scenario, the program agency makes
decisions based on the cost-benefit model using predictions from ML algorithms (“ML pre-
dictions”) as well as predictions from the logit model (“logit predictions”). The agency acts

33 If the costs of the less effective intervention ¢/ are higher than the costs of intervention ¢; that completely
mitigates any dropout risk, the program agency will obviously always prefer the cheaper and more effective
policy. Hence, we discuss the more relevant case with Cy; < Cj. Further note that the program agency will never
implement both interventions simultaneously for a single participant, because implementation of ¢; already
mitigates any dropout risk perfectly. However, this does not rule out that the program agency will target different
participants with different interventions depending on their specific dropout risk.
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according to the decision rule m; o > C,/(By — By) from equation , which implies to
intervene for participants if their (expected) dropout risk is larger than the relative costs. In
this scenario, the program agency uses (imperfect) predictions about participants’ dropout
probability and considers the costs of a potential intervention.

The second scenario, known as the “Oracle” scenario, assumes that the program agency has
perfect knowledge about participants’ actual dropout risk. This can also be interpreted as
having perfect predictions about the dropout risk. Thus, we assume that 7, o = m; o € {0, 1}
in this scenario and the program agency follows the decision rule from the cost-benefit model
in equation (3.5).

The third scenario, called the “naive” scenario, involves the program agency targeting all
participants with a predicted dropout risk higher than 0.5, disregarding the costs of the
intervention (intervene if 7; o > 0.5). The predictions 7; , stem from the ML algorithms in this
scenario.

Lastly, we examine two more trivial scenarios: the fourth scenario, referred to as the “inter-
vention for all” scenario, assumes that the program agency targets all participants with an
intervention without considering or knowing the expected dropout risk. Thus, the agency
assumes ;o = landthust; = 1forVi. This might be the caseif a program agency is willing to
counter dropout through costly interventions although it does not know the expected dropout
risk or how to obtain the predictions. In contrast, the fifth scenario, the “no intervention”
scenario, implies that no participant receives an intervention. This is the status quo of the
program. Hence, no predictions are used and ¢; = 0 for V i.

Figure[3.6)depicts the share of participants that a program agency can optimally target with
an intervention at various cost levels across the five scenarios. The x-axis depicts the relative
costs of the intervention, i.e., the costs of the intervention relative to the benefits: smaller
values indicate inexpensive interventions, such as sending out reminders through automatic,
standardized text messages (e.g., to remind mentees to meet with their mentor). In compari-
son, larger values indicate more expensive interventions, such as incentivizing students with
vouchers for their participation or close supervision of the mentoring relationship. In this
section, we assume that all interventions, independent of their respective costs, are success-
fuliin fully reducing the dropout risk to zero. The y-axis represents the share of participants
targeted ]

First, in the “ML predictions” scenario, the program agency should target (almost) everyone,
including those with a low dropout risk, when faced with low costs. For example, for relatively
inexpensive interventions, (e.g., C;/(B; — By) = 0.2), the program agency should target 65.0

34 |In addition, Appendix Table presents the absolute number of targeted participants for each scenario. In
Figure[3.6] we show results for just one algorithm (LASSO) because results are quite similar - Post-LASSO seems
to perform a bit better. Appendix Table[A3.4]includes results for the other algorithms, and these do not change
the interpretation.
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percent of the participants (Figure[3.6] blue dashed line). However, as the costs increase, the
number of targeted participants intuitively decreases according to the cost-benefit model.
Once the program faces relative intervention costs (C,/(B; — By)) of 0.4 to 0.5, the number
of targeted mentees drops since relative costs are larger than the dropout risk, and only those
at high risk of dropout should be targeted with an intervention (e.g., for relative costs of 0.8,
the program agency should target only 6.3 percent of the participants). When using logit
predictions (light blue dot-dashed line) instead of ML predictions, the share of participants
targeted with an intervention declines more rapidly. Subsequently, the share of targeted
participants remains almost stable over the cost distribution. It only slightly drops from 45.3
percent at relative costs of 0.1 to 30.3 percent at relative costs of 0.9.

Second, in the “Oracle” scenario where the program agency has perfect knowledge of who
drops out and who stays, it would target the intervention to 34.6 percent of the participants,
which corresponds to the share of individuals who would drop out early from the program
(gray line). Thus, a program agency would target a higher share of participants in the “ML
predictions” scenario compared to the “Oracle” scenario for low-cost interventions, while it
would target a lower share of participants for high-cost interventions. The share of participants
targeted according to the logit predictions, however, is much closer to the “Oracle” scenario
than that according to the ML predictions [

In the “naive” scenario where all mentees with a dropout risk above 0.5 are targeted, about
24.0 percent of participants should receive an additional intervention, independent of its
costs (light gray dotted line).

Lastly, as the names suggest, in the “intervention for all” scenario, the program agency targets
100.0 percent of the participants with an intervention (black dashed line). In contrast, in the
“no intervention” scenario, zero percent is targeted with an intervention (dark gray dot-dashed
line).

Next, we turn to the expected program profits. We calculate expected program profits for the
cost-benefit model according to Table For these calculations, we normalize the benefits
B; to one and B, to zero. Appendix Table[A3.5/shows the expected program profit for varying
relative costs and Figure[3.7illustrates a program agency’s expected profits relative to the
“no intervention” scenario which represents the status quo. We set the profits in the “no
intervention” scenario to 100.0 percent across the full cost distribution (Figure[3.7} dark gray
dot-dashed line). Comparing the “ML predictions” scenario (blue dashed line) to the “no
intervention” scenario reveals that intervening for low- to medium-sized costs can lead to
higher expected profits. For high-cost interventions, however, not intervening results in
a slightly higher profit. Nonetheless, the difference in expected profit between these two

35 Appendix Figure Panel B also shows that about 50 percent of the logit predictions are close to zero
and about 27 percent close to one. However, as the performance measures in Table3.5/show, the logit model
performs worse at correctly identifying dropouts or non-dropouts which also translates into lower expected
profits as we will show in the following.
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scenarios is minimal. It results from the algorithms’ imperfect predictions as evident from
comparing the “no intervention” scenario to the “Oracle” scenario (gray line). The “Oracle”
scenario consistently yields higher expected profit compared to the “no intervention” scenario
and the other scenarios. Even if the process of predicting dropout carries its own costs, the
program agency can still justify these expenses by leveraging the higher expected profit
obtained through targeted interventions. This increased profit can be used to cover the costs
associated with employing an additional staff member or researcher dedicated to performing
the calculations of the dropout risk. Thus, by investing in accurate predictions and strategic
interventions, the program agency can optimize its outcomes.

The comparison between the “ML predictions” scenario and the “Oracle” scenario demon-
strates that when the relative intervention costs are (close to) zero, the program agency can
achieve a similar profit by targeting (almost) everyone with an intervention as if it had perfect
knowledge. Even for high intervention costs, the program agency could still obtain profits that
are almost as high as in the “Oracle” scenario: by using predictions from the ML algorithms,
the program agency can secure at least 80 percent of the profit that it would obtain with
perfect knowledge about the participants’ dropout risks. This highlights the potential of
using dropout predictions from ML algorithms in conjunction with the cost-benefit model
for program agencies to make informed decisions about targeting interventions to prevent
dropout, considering the associated costs. Furthermore, the results show that improving the
quality and precision of predictions can enhance the agency’s expected profit: getting close
to the “Oracle” scenario represents the maximum achievable profit if the program had highly
accurate and precise predictions of individual dropout. Thus, improving the quality of the
predictions is pivotal and would benefit the program agency in terms of maximizing profit.

Furthermore, we compare the “ML predictions” scenario to the “intervention for all” scenario
(black dashed line), where a program agency has no knowledge of a participant’s dropout
risk and targets all participants: the higher program profit observed in the “ML predictions”
scenario as compared to the “intervention for all” scenario demonstrates the possibility of
efficient resource utilization. Particularly for high-cost interventions, the “ML predictions”
scenario yields higher expected program profit compared to targeting everyone. Intuitively,
targeting interventions to all participants is especially costly if the intervention itself is ex-
pensive, resulting in less than 25 percent of the profit. Using (precise) predictions of dropout
risk may also prevent a program agency from targeting mentees with a low dropout risk who
may find additional interventions bothersome, such as receiving excessive reminders. Thus,
these results show that even with imperfect predictions, the program agency is better off than
without any predictions.

Comparing the “ML predictions” scenario to the “naive” scenario (light gray dotted line),
where all participants with a predicted dropout risk larger than 0.5 are targeted regardless of
the intervention costs, shows that the “ML predictions” approach enables a higher expected
profit across the cost distribution. This emphasizes the significance of considering the costs
associated with interventions in the model.
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Lastly, the expected profit calculated with predictions from the logit model is consistently
smaller or equal to the one with ML predictions, indicating the benefits of using ML algorithms
fordropout prediction. This can also be seen from the performance measures of the algorithms
(Table[3.9): for smaller values of the costs (cut-offs), the LASSO model outperforms the logit
model in terms of sensitivity, indicating its ability to correctly identify a higher proportion
of TPs (dropouts). For larger values of the costs, the LASSO model exhibits better precision
compared to the logit model indicating its ability to minimize FP cases. This is in line with
the following observations: when the relative intervention costs are low, a program agency
should focus on minimizing FNs which refer to cases where individuals are predicted to stay
in the program but end up dropping out. In that case, the costs of failing to target individuals
who eventually drop out (foregone benefit of B; — () are larger than the intervention cost
(Cy). Thus, it is of interest to predict more participants as potential dropouts and intervene
for them, rather than risk failing to target individuals who eventually drop out. In contrast,
when the costs are high, the program agency should aim at minimizing FPs, which refers
to cases where individuals are predicted to drop out but actually do not. This approach is
driven by the consideration that targeting too many participants with interventions can be
financially burdensome. Given the higher costs associated with interventions, it is of interest
for the program agency to predict fewer participants as potential dropouts, even if it means
accepting a certain level of FNs.

Taken together, we show the value of predictions for the program agency in terms of expected
profit and, more specifically, the value of precise predictions. Targeting interventions to at-risk
participants, even with imperfect predictions, yields a higher expected profit for agencies
compared to targeting all participants. In addition, we show that it is important to take
the intervention costs into account instead of naively targeting participants with predicted
dropout probabilities larger than 0.5.

3.6.2 Extensions

To relax the assumption that the additional intervention reduces dropout to zero, we could
assume that the intervention decreases the dropout risk but does not eliminate it to zero.
Thus, in what follows, we assume that an intervention halves the dropout risk (5 = 0.5 in
equation (3.6)). We still assume a binary intervention, i.e., to intervene or not. In that case,
the program agency cannot adjust the intensity of the intervention.

Figure3.8)shows the share of participants that should optimally be targeted with an inter-
vention according to the assumptions in the five scenarios. Compared to the analysis in the
previous section, one can see that the share of targeted participants drops faster and reaches
only a small fraction of about 6.3 percent at relative intervention costs of 0.4 and 0.0 percent
at 0.5 relative costs (“ML predictions” scenario). The share of participants targeted with an
intervention remains the same as before in the “naive”, the “intervention for all” and the “no
intervention” since the decision to target participants with interventions does not depend on
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predictions and the costs in these scenarios. The “logit predictions” scenario exhibits a similar
behavior to the previous analysis, albeit with slightly lower shares of targeted participants
than before. The share of targeted participants also drops to zero at relative costs of 0.5 as in
the “ML predictions” scenario and “Oracle” scenario.

Figure[3.9)shows the expected program profit under the assumption that interventions lead to
a 50 percent reduction in dropout risk. For interventions with low relative costs, the expected
program profit is reduced compared to the previous analysis. Despite this reduction, we
can still observe that a program agency can achieve a higher expected profit by intervening
compared to not intervening, even if the intervention only halves the dropout risk. This holds
for both the “ML predictions” and “logit predictions” scenarios up to relative costs of 0.3. In the
“Oracle” scenario, where perfect predictions are assumed, the program profit remains higher
than in the “no intervention” scenario throughout the cost distribution until relative costs
of 0.5, implying that intervening is a good choice. For expensive interventions, however, the
agency’s expected profit is the same for all scenarios except the “intervention for all” scenario.
This is due to the fact that a program agency should optimally not target any participant
anymore since costs are too expensive compared to the benefits of the intervention. Once
again, targeting interventions to all participants appears unfavorable in terms of expected
program profit for a program agencyF?| Therefore, the findings from the main model in section
remain valid up to relative intervention costs of 0.5, even if we assume a reduction of a
fixed proportion.

Another concern might be the assumption of constant program benefits B, and By across par-
ticipants. However, relaxing the assumption to allow for differential benefits by participants’
SES (B; = 1 for higher-SES mentees and B, = 2 for low-SES mentees) does not qualitatively
change the results. As anticipated, the share of low-SES participants that is optimally targeted
is higher in the “ML predictions” scenario as is the expected program profit (Appendix Figures
[A3.6land Figure[A3.7). In fact, the value of precise predictions becomes even more evident with
this assumption in the “Oracle” scenario where the expected profit is larger than in previous
results, relative to the “no intervention” scenario. Moreover, the program agency can still
achieve a higher expected profit by making decisions according to the cost-benefit model
compared to targeting all participants or compared to not intervening for anyone.

3.7 Conclusion

This paper provides an analysis of dropout of social programs from the perspective of a
program agency. Using data from a mentoring program, it provides guidance for targeting
interventions to reduce dropout in programs implemented to improve the labor-market
prospects of disadvantaged adolescents, for example.

36 Notice here that the “naive” scenario yields the same expected profit as the “no intervention” scenario.
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We analyze how a program agency can optimally respond to the threat of program dropout by
intervening to reduce participants’ dropout risk. First, we predict dropout from the mentoring
program after the first year using different ML algorithms (LASSO and Random Forest) and
identify important predictors of dropout. Overall, the performance of the algorithms in terms
of accuracy and sensitivity is moderate. Second, we set up a model to describe the cost-benefit
trade-off that a program agency faces when confronted with program dropout of participants
and derive the optimal decision rule for a program agency to target additional interventions,
depending on the size of the intervention costs and benefits (m; o > C;/(B; — By)). We apply
the predictions from the ML algorithms to the cost-benefit model to show how a program
agency can use the predictions and react to the dropout threat. We examine several scenarios
and show how many participants a program agency should optimally target with additional
interventions depending on the associated intervention costs to maximize their expected
profits. Moreover, we calculate the expected program profit that an agency could obtain and
discuss how this depends on the precision of the predictions. Comparing different scenarios,
we show that intervening to reduce dropout using predicted dropout risk is a valuable strategy
for a program agency compared to no intervention, even if the predictions are imprecise.
More precise predictions increase a program agency’s expected profit. Thus, improving the
quality of the predictions is pivotal and would benefit the program agency in terms of its profit.
Furthermore, program participants could benefit in terms of avoiding negative psychological
consequences and by improving their labor-market prospects.

Understanding dropout holds significance due to the typically large and often publicly financed
nature of mentoring programs. Hence, it is of particular interest to optimize the use of these
funds and implement (cost-efficient) interventions to prevent dropout after enrollment. This
practice bears relevance not only for mentoring programs but also for various (educational)
programs designed to enhance students’ and children’s lives, such as early childhood, tutoring,
crimereduction, and health programs, as dropout prevention is a shared concern. Additionally,
preventing dropout from any program is important to consider since total foregone benefits
of a large national program may surpass those in controlled environments like randomized
controlled trials. This could be attributed to an increasing share of dropouts that might emerge
upon moving out of a controlled environment. Alternatively, it could be linked to an increase
in the absolute number of dropouts resulting from a program scale-up, even if the share of
dropouts remains constant. Hence, setting up strategies and interventions to reduce and
prevent dropout is essential for any policymaker and researcher.

This paper uses modern prediction tools to derive empirical counterparts of the expected
dropout risk, a crucial factor influencing the policy decisions of program agencies. The exact
techniques from the statistical learning literature are not essential for the conclusions derived
in this paper and more traditional methods may be used instead. However, using a logit model
does not provide better predictions in this setting. Many program agencies, especially during
the initial implementation phase, share the feature of having relatively few observations with
many possible predictors. Precisely in these settings, ML techniques could provide the highest
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benefits over traditional methods as the researcher is more likely to find herself in a situation
with a large set of predictors relative to a small sample size. Thus, the methods presented in
this paper can serve as useful tools for program agencies to conduct pre-tests or pre-analyses
helping them identify important variables for predicting dropout and determine the optimal
number of participants to target with additional interventions. Hence, ML can be seen as a
technique to complement more traditional economic models and estimations rather than a
substitute.
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Figures and Tables

Figure 3.1: ROC Curves

Notes: This figure shows the ROC curves for the LASSO, Post-LASSO, Random Forest, and the logit model.
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Figure 3.2: Important Predictors

Panel A: Variable Importance from Random Panel B: Selected Variables from
Forest LASSO/Post-LASSO (in Percent)

Notes: Panel A (Random Forest): This figure shows the mean of variable importance of the subsets, each
observation used once as a test sample. Panel B (LASSO): This figure shows the frequency of selection of a
variable, i.e., the share of 254 subsets in which a variable is selected. 100 indicates that a variable is selected
in all subsets, i.e., in 100 percent of the subsets. Only variables with non-zero selection probability are listed.
Selected city identifiers are not shown. Variables shaded in blue are those that are among the top 20 variables in
both models.
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Figure 3.3: Partial Effects of Six Selected Variables (Random Forest)

Panel A: Extracurricular Panel B: Panel C:
Activities Mother Employment Father Employment
(Job-Seeking) (Part-Time)
Panel D: Panel E: Panel F:
Math Performance Do Not  Applied for Apprenticeship Self-Efficacy
Know

Notes: This figure shows the partial dependence plots from Random Forest for the six most important variables
with the highest importance score in the Random Forest model and selected in each round by LASSO.
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Figure 3.4: The Role of Predicting Dropout and the Decisions Related to Program Dropout

Notes: This figure outlines the choices of a program participant and the program agency related to program
dropout as analyzed in this paper. After enrollment, the program agency forms expectations about the individual
dropout risk of each participant. The initial selection (in light grey) inherent for every social program is assumed
as exogenously given.
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Figure 3.5: lllustration of Intervention Choice for ¢; and ¢/ as a Function of Dropout Risk

Expected profit
(P (m50))
Bl - Cz
By —C,—tiCp
~~~~~~~~ sll’l(zi =1,t;=1)
By —C,—t;C; =y
. sh(zi=1t' =1)
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STo(zi=1,¢/ = 0)
T T T T

0 a b c 1 Dropout risk
Cy C. (7T:0)
6(B1—By) (B1—Bo)

Notes: This figure illustrates the relationship between a participant’s individual dropout risk and the program
agency’s expected profit for a binary intervention ¢; and/or ;. The figure illustrates the case in which the less
effective intervention ¢} has lower costs than ¢, (Cy < C).

Figure 3.6: Share of Participants Targeted with Additional Intervention

Notes: This figure shows the share of participants targeted with interventions depending on the associated
relative costs. Normalized values for B; = 1 and By = 0.
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Figure 3.7: Expected Program Profit

Notes: This figure shows the expected program profit depending on the associated relative costs. Normalized
values for B; = 1 and By = 0. Expected program profit is calculated according to Table

Figure 3.8: Share of Participants Targeted with Additional Intervention (Partial Reduction
of Dropout Risk)

Notes: This figure shows the share of participants targeted with an intervention depending on the associated
relative costs under the assumption that interventions reduce dropout risk by 6 = 0.5. Normalized values for
B; =1and By = 0.
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Figure 3.9: Expected Program Profit (Partial Reduction of Dropout Risk)

Notes: This figure shows the expected program profit depending on the associated relative costs under the
assumption that interventions reduce dropout risk by 6 = 0.5. Normalized values for B; = 1 and By = 0.
Expected program profit is calculated according to Appendix Table[A3.3]
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Table 3.1: Descriptive Statistics of the Disadvantaged Adolescents in the Study Sample

Mean Std.Dev. Germany p- Germany  p-

value w/o value
(1-3)  highest  (1-5)
track
(1) (2) (3) (4) (5) (6)
Baseline characteristics
Male 0.43 0.50 0.49 0.03 0.52 0.00
Migrant 0.58 0.50 0.36 0.00 0.38 0.00
Mother employment 0.59 0.49 0.80 0.00 0.78 0.00
(part- or full-time)
Father employment 0.75 0.44 0.94 0.00 0.93 0.00
(part- or full-time)
Books (less than 25) 0.45 0.50 0.18 0.00 0.25 0.00
Fail math 0.15 0.35 0.06 0.00 0.07 0.00
Fail German 0.11 0.31 0.01 0.00 0.02 0.00
Extraversion (Big5) -0.08 0.96 0.00 0.18 -0.02 0.34
Agreeableness (Big5) -0.03 1.21 0.00 0.74 0.02 0.56
Conscientiousness (Bigs) 0.09 0.98 0.00 0.15 0.06 0.67
Openness (Big5) -0.01 0.97 0.00 0.82 -0.04 0.64
Neuroticism (Big5) 0.17 0.94 0.00 0.01 0.02 0.01
Extracurricular activities  0.46 0.50 0.76 0.00 0.71 0.00

Notes: The RYL sample consists of 254 participants of the evaluation study who were assigned to participate
in the mentoring program. The NEPS sample consists of 11,768 observations of the start cohort 4, starting in
grade 9 with non-missing information on the relevant variables. The sample “Germany w/o highest track” in
column (5) comprises only students from the lower track schools in Germany, i.e., without the Gymnasium.
Mentees report their grades in math and German in the survey according to German standard notation (i.e.,
1 = best, 6 = worst) and those receiving grades 5 or 6 are coded as failing the subject. Some students in each
of the sample did not receive grades in the respective subject. Values for the Big Five personality traits are
standardized with the German NEPS sample. The t-statistic is calculated with the following formula: t = (meanyeps

- meanRYL)/\/((stdﬁEPS)/(sample sizeyeps) + (stday, )/ (sample sizegy, )) and p-values are then calculated with
this t-statistic and the respective degrees of freedom (two-sided).
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Table 3.2: Reasons for Dropout

Reasons Mentee Mentor
Mentee/mentor did not have enough time 48.86  25.81
Mentee/mentor no longer felt like it 40.91 0.00
Mentee no longer needed help 27.27 2258
Mentor/mentee has not been in touch anymore 16.85 48.39
Mentee/mentor expected something different from mentoring | 13.64 9.68
Mentee/mentor did not get along well with mentor/mentee 9.09 9.68
Mentor could not help 7.95 25.81
Mentor moved to another city 6.82 6.45
We achieved everything that we planned to do 341 0.00
We both did not get along well 341 3.23
Mentee’s parents have forbidden me to participate 2.27 3.23
Mentor no longer attends university 0.00 0.00
Mentee has left school - 6.45
Mentee moved to another city - 3.23

Notes: The mentee sample consists of 88 participants of the evaluation study who were assigned a mentor and
who indicated that their relationship had ended. The mentor sample consists of 114 university students among
which 31 indicate that the relationship does not exist anymore.
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Table 3.3: Pre-Selection of Predictors from the Baseline Survey

Categories

Variables

Socio-economic predictors

Parental background

Life circumstances

Help from others

Lack of orientation in career
choice

Applications

School & kindergarten

Social life
Preferences
Non-cognitive skills

Personality traits
Tests
Future outlook

Gender (male), age, speak German, migration background,
first-generation migrant, second-generation migrant
More than one hh (household), live with mother, live with
father, live with stepfather, live with stepmother, live with
siblings, live with grandparents, mother employment, fa-
ther employment, mother university education, father
university education, biological father, biological mother,
mother speaks German, father speaks German, parental
support homework, books at home

Aspiration school degree, knows occupational career, ca-
reer important, school and future important

Private teaching

No plan after school, not sure about occupational career

Already applied for apprenticeships

Kindergarten attendance, school hours missed, relative
math performance, self-reported school grades, school
hours, satisfied with school, classmates ambitious, class-
mates do not care, classmates expect effort
Extracurricular activities, meet friends, number of friends
Trust, risk

Big5 (extraversion, neuroticism, openness to experience,
conscientiousness, agreeableness), internal locus of con-
trol, external locus of control, self-efficacy

Confidence, satisfaction, patience, prosociality

Cognitive reflection test, effort test

Life well, become unemployed, career successful, make
money, get apprenticeship

Notes: Pre-selected variables from the baseline survey.
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Table 3.4: Realizations and Predictions of Dropout

Prediction
Dropout (/V[Z =0) No Dropout (/I/IZ- =1)
Dropout (WW; =0) True Positives False Negatives
Realization W;=0, /I/IZ =0 W;=0, /W, =1
No Dropout (W;=1) | False Positives True Negatives
W;=1, W, =0 W,=1, W, =1

Notes: Matrix representing the actual and predicted situation of dropout and no dropout.

Table 3.5: Performance Measures of Algorithms

Random Forest Post-LASSO LASSO Logit

Accuracy (>0.5) 0.6535 0.6929 0.6890 0.6535
Sensitivity (Recall) (>0.5) 0.0795 0.5000 0.3977 0.5227
Precision (>0.5) 0.5000 0.5641 0.5641 0.5000
AUC 0.6405 0.7426 0.7221 0.6753

Notes: Performance measures of the four algorithms Random Forest, Post-LASSO, adaptive LASSO and logit.
Threshold = 0.5 for probability to be class = 1. Test-Sample (Leave-One-Out). Out of 89 variables in total, seven
variables dropped in logit: migrant first generation, city identifier MA, mother employment (do not know), father
employment (do not know), mother university education (do not know), father university education (do not
know), math performance (do not know). Number of variables chosen by LASSO is between 24 and 31.
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Table 3.7: Expected Program Profit as a Function of B, B;, and C;

Program Participation
W;=0 (Dropout) W;=1

Intervention ¢;=0if ;o < Cy/(By — By) By B,
Choice tr=1if ;0 > Cy/(B1 — By) B, — C B, — C

Notes: Expected program profit derived from the maximization problem described in sectionm

Table 3.8: Overview of the Five Scenarios

Predictions Decision Rule
Scenario Intervene if
Predictions (ML & logit) ;o from ML algorithm & logit 7,0 > C,/(B1 — Bo)
Oracle i = Ti0 Ttio > Ci/(B1 — By)
Naive ;0 from ML algorithm mio > 0.5
Intervention for all i = 1Vi i > 0
No intervention - never

Notes: Description of the five scenarios used to calculate the number of participants and expected program
profit.

Table 3.9: Performance Measures for Different Cut-Offs

Cut-off Precision Sensitivity

LASSO Logit LASSO Logit
0.1 0.404 0.487 0.955 0.636
0.2 0.467 0.505 0.875 0.602
0.3 0.484 0.510 0.705 0.580
0.4 0.547 0.515 0.534 0.568
0.5 0.574 0.500 0.398 0.523
0.6 0.619 0.500 0.295 0.523
0.7 0.519 0.500 0.159 0.511
0.8 0.563 0.518 0.102 0.500
0.9 0.714 0.494 0.057 0.432

Notes: Table shows the two performance measures precision and sensitivity for different cut-offs to classify
participants as dropouts or non-dropouts.
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Appendix

Appendix A3.1 Machine Learning Algorithms

This section describes the basics of classification trees. It also briefly introduces other algo-
rithms that we use to predict dropout (ridge regression and neural networks).

Classification Trees. Classification trees are used for predicting a categorical response (James
et al.,2015). To grow a (classification) tree, recursive binary splitting is used, i.e., the data
is iteratively split into two regions (branches). At each node m, a predictor and a cut point
are selected such that splitting the predictor space into regions leads to ‘good’ splits. To
evaluate the quality of a particular split, we use the Gini impurity as the loss function which is
“a measure of node purity” (James et al. 2015, p. 312). Gini impurity describes the probability
of incorrectly classifying a randomly chosen element in the dataset if we labeled it randomly
in line with the class distribution in the dataset. The best and lowest possible impurity is
zero. We can weigh the impurity of each branch by the number of elements it has, and then
calculate the amount of impurity removed (i.e., subtract the weighted impurities from the
original impurity), which is the Gini Gain. The best split is obtained by maximizing the Gini
Gain (Zhou,2019). The Gini impurity is mathematically defined by the following equation:

K
G= Zﬁmk(l _ﬁmk’)a
k=1

where p,,.;. is the proportion of training observations in the m*" region that are from the k"
class.

The same prediction is made for every observation that falls into one region: the prediction is
made according to the most commonly occurring class of observations in the training data in
that region to which an observation belongs (James et al.,2015). In our case, the classification
is either zero or one since we have a binary dependent variable.

Classification decision trees have the advantage of being easy to interpret. However, sin-
gle trees usually perform worse in terms of predictive accuracy than other classification
approaches and are often not robust, i.e., small changes in the data can result in large changes
in the estimated tree (James et al.,[2015).

Ridge Regression. Ridge regression works similar as LASSO. Compared to LASSO, ridge
shrinks all coefficients towards zero but does not set any of them to zero (James et al.,2015).
While LASSO uses an L1-penalty, i.e., the sum of the coefficients’ absolute values, ridge uses
an L2-penalty which is equal to the sum of the square of the coefficients (A >"_, 57).

Neural Networks. Neural networks are a type of ML that is inspired by the human nervous
system (Aggarwal,2018). The main concept involves extracting linear combinations of input
variables to create derived features, which are then used to model the target variable as a
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nonlinear function (Hastie et al.,[2016). A neural network is comprised of interconnected
layers of artificial neurons, referred to as nodes or units, which receive input signals, perform
computations, and generate output signals. During the training phase, neural networks
learn by adapting the weights assigned to the connections between neurons. As learning
mechanism, we use backpropagation which optimizes the weights through minimization of
the loss function. The loss function involves comparing the network’s predictions with the
actual target values. We use a single layer fully connected neural network where a set of inputs
is directly linked to an output without the presence of additional hidden layers where every
connection has an individual weight.

As the activation function, which introduces nonlinearity to the network, we use the sigmoid
function. Since we predict a probability of a binary class, the sigmoid function is the preferred
choice (Aggarwal,2018).
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Appendix A3.2 Model Appendix

Enrollment Decision. The decision to offer the program depends on the comparison of the
expected benefits F[B”] and the costs C',. The maximization problem of the program agency
reads:

Bo2{1 = Mi0)(Br = Bo) = G B.1
zz-e%?l)]iw o+ zi(1 —m0)(By o) — 2 6.1)

The agency decides to offer the program (Z; = 1) if the expected benefits exceed the costs,
i.e., (1 —m0)(B1 — By) > C., and declines program access otherwise (Z; = 0).

The Two-Stage Model. The selection of applicants and interventions through additional
measures can also be modeled in a two-stage model. With additional measures available
to reduce dropout, this directly influences the decision to enroll an applicant in the first
place. The optimal intervention policy ¢} determines the continuation value if program access
is granted (Z; = 1) or not. The maximization problem that determines both the optimal
enrollment choice Z; = 2z} and the optimal intervention choice ¢} reads as follows:

B 1'1— 3 tz’i B — B _Z'Cz_tiC. B.2
Zie{ozll}l,lt?é({o,l},v'i 0 +Z( Tio + 7T,0)( 1 o) Z f (B.2)

The profit function is then defined as the program profit given the optimal program choices,
St = SP(tz, zj)Comparing the surplus of all available policies

(zi,t:) € {(0,0);(1,0); (1,1)}
results in the following conditions to describe the optimal behavior of the program agency.
The agency will deny program access (2 = 0 and t; = 0) if:
- either the enrollment costs are prohibitively high (C, > B; — By),

- or the enrollment costs are lower than the potential benefit of the program (C, <
By — By) but still higher than the potential benefit net of the intervention costs (C, >
B, — By—C}) suchthat a laterintervention is not appealing and the chances of remaining
in the program without an intervention are sufficiently low (1 — m; o < C;/(By — By))
such that enrollment is not appealing.

The agency will allow program access but will not intervene (2 = 1 and t; = 0) if:

- chances of remaining in the program without an intervention are sufficiently high (1 —
mio > C./(B1 — By)) such that enrolling is still appealing and the costs of intervening
are higher than the expected increase in the benefits (C; > 7, o(B1 — By)).

1 Asenrollment is essential, the program agency can use backward induction to determine first the optimal
intervention policy ¢} (that would only be implemented if Z;, = 1), and afterwards the optimal enrollment choice
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The agency will allow program access and intervene (2 = 1and ¢} = 1) if:

- costs of intervening are lower than the expected increase in the benefits (C; < m; (B —
By)) and lower than the potential program benefit net of the enrollment costs (C; <
By — By — Cy).
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Appendix A3.3 Appendix Figures and Tables

Figure A3.1: Distribution and Histogram of Predictions

Panel A: Density of Predictions of Algorithms

Panel B: Histogram of Predictions of Algorithms

Notes: Panel A shows the density of the predictions from the four algorithms. Panel B shows a histogram of the
predictions of the four algorithms with a bin width of five percent.
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Figure A3.2: Variable Importance Random Forest (All Predictors)

Notes: This figure shows the variable importance according to the Random Forest for all variables with an
importance score larger than zero (including city identifiers).
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Figure A3.3: Selected Variables from LASSO (All Predictors) in Percent

Notes: This figure shows the frequency of selection of a variable, i.e., the share of 254 subsets in which a variable
is selected. 100 indicates that a variable is selected in all subsets, i.e., in 100 percent of the subsets. The figure
shows all selected variables from the LASSO model that are selected at least once (including city identifiers).
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Figure A3.4: Partial Effects of Six Selected Variables (Post-LASSO)

Panel A: Extracurricular Panel B: Panel C:
Activities Mother Employment Father Employment
(Job-Seeking) (Part-Time)
Panel D: Panel E: Panel F:
Math Performance Do Not  Applied for Apprenticeship Self-Efficacy
Know

Notes: This figure shows the partial dependence plots from Post-LASSO for the six most important variables
with the highest importance score in the Random Forest model and selected in each subset by LASSO.
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Figure A3.5: Partial Effects of “Books at Home”

Notes: This figure shows the partial dependence plots from Random Forest for the variable “books at home”.

Figure A3.6: Share of Participants Targeted with Additional Intervention (Differential Bene-
fits)

Notes: This figure shows the share of participants targeted with interventions depending on the associated
relative costs under the assumption that low-SES mentees yield greater benefits. Normalized values for B; = 1
for higher-SES mentees, B; = 2 for low-SES mentees, and By = 0.
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Figure A3.7: Expected Program Profit (Differential Benefits)

Notes: This figure shows the expected program profit depending on the associated relative costs under the
assumption that low-SES mentees yield greater benefits. Normalized values for By = 1 for higher-SES mentees,
B; = 2 for low-SES mentees, and By = 0. Expected program profit calculated according to Table

Improving Educational Outcomes 101



3 Can Predicting Dropout in Social Programs Increase Program Returns?

Table A3.1: Missing Values

102

Variable No. of missings Share of missings
Male 0 0.00
Migrant 0 0.00
First generation migrant 0 0.00
Second generation migrant 0 0.00
Age 0 0.00
Speak German 0 0.00
More than one household 0 0.00
Live with father 0 0.00
Live with mother 0 0.00
Live with stepfather 0 0.00
Live with stepmother 0 0.00
Live with siblings 0 0.00
Live with grandparents 0 0.00
Mother employment 3 0.01
Father employment 7 0.03
Father university education 2 0.01
Mother university education 3 0.01
Biological mother 1 <0.01
Biological father 4 0.02
Parental support homework 0 0.00
Books at home 0 0.00
Father speaks German 5 0.02
Mother speaks German 3 0.01
Aspiration school degree 1 <0.01
Knows occupational career 3 0.01
Careerimportant 0 0.00
School important 0 0.00
Private teaching 0 0.00
No plan after school 22 0.09
Not sure about occupational career 22 0.09
Applied for apprenticeship 5 0.02
Kindergarten attendance 0 0.00
School hours missed 5 0.02
Relative math performance 0 0.00
Self-reported grades 46 0.18
Satisfied school 0 0.00
School hours 4 0.02
Classmates ambitious 0 0.00
Classmates do not care 2 0.01
Classmates expect effort 2 0.01

(continued on next page)
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Table(continued)

Variable No. of missings Share of missings
Extracurricular activities 0 0.00
Meet friends 1 <0.01
No. of friends 2 0.01
Trust 4 0.02
Risk 2 0.01
Extraversion (Big5) 0 0.00
Neuroticism (Big5) 0 0.00
Openness to experience (Big5) 0 0.00
Conscientiousness (Big5) 0 0.00
Agreeableness (Big5) 1 <0.01
Internal locus of control 1 <0.01
External locus of control 3 0.01
Self-efficacy 2 0.01
Confidence 1 <0.01
Satisfaction 0 0.00
Patience 1 <0.01
Prosociality 0 0.00
Cognitive reflection test 24 0.09
Effort test 31 0.12
Life well 0 0.00
Get apprenticeship 0 0.00
Become unemployed 0 0.00
Career success 3 0.01
Make money 0 0.00

Notes: Table shows the number and share of missing values for each variable used in the analyses.

Table A3.2: Performance Measures of Further Algorithms

Normal LASSO Ridge regression Neural networks

Accuracy (>0.5) 0.6693 0.6535 0.6811
Sensitivity (Recall) (>0.5) 0.3409 0.2727 0.2500
Precision (>0.5) 0.5357 0.5000 0.5946
AUC 0.5921 0.6972 0.5798

Notes: Performance measures of three additional algorithms (Normal LASSO, ridge regression, and neural
networks). Threshold = 0.5 for probability to be class = 1. Test-Sample (Leave-One-Out). Ridge regression and
neural networks are described in Appendix
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Table A3.3: Expected Program Profit as a Function of By, By, and C; (Partial Reduction of

Dropout Risk)
Program participation
W, =0 (Dropout) W;=1
Intervention ¢/*=0if om0 < Cy/(By — By) By B,

Choice t;* =1if (57?1'2"0 > Ct//(Bl — Bo) (SBl + (1 — (5>B0 — Ct/ Bl — Ct/

Notes: Expected program profit derived from maximization problem in equation described in section@
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4 Luck or Effort: Perceptions of the Role of
Circumstances in Education and the Demand for
Targeted Spending]

4.1 Introduction

Itis well documented that students’ success correlates strongly with parental background,
leading to educational inequality by socio-economic status (SES) of parents (e.g., Schiitz
et al.,2008; Bjorklund and Salvanes,|2011; OECD,[2018). As better educational attainment
is also rewarded with higher wages on the labor market (e.g., Card,[1999), unequal chances
of students from different parental backgrounds can have severe implications for economic
inequality and inequality of opportunity (e.g., Nickell, 2004; Corak, 2013). Possible ways
to improve educational outcomes of students from less advantaged backgrounds include
redistributive measures and targeted support, either from (i) public sources, for example re-
distributive education spending or (ii) private sources, for example donations. The feasibility
of implementing targeted support crucially depends on public endorsement for redistributive
measures. While a large strand of research has explored preferences for governmental redis-
tribution (e.g., Alesina et al.,2018; Hoy and Mager,[2021), we contribute to the literature by
providing evidence on spending preferences of survey respondents for both stated preferences
for public redistributive education spending and revealed preferences for private donations.
Measuring revealed preferences offers a large advantage over conventional survey measures
by addressing the common concern that survey measures of preferences for redistribution
fail to capture actual behavior and are prone to experimenter demand effects (Haaland et al.,
2023).

In this paper, we hypothesize that public preferences for targeted spending depend on the
perception of the interplay between parental disadvantage and the education system. There-
fore, we investigate how preferences for private donations and for redistributive education
spending change when respondents receive information on the differences in educational
outcomes of students from more and less advantaged parental backgrounds. In addition, we
also examine how these perceptions affect respondents’ beliefs regarding the extent to which
external circumstances and effort are decisive for educational success: some may attribute
success to effort and poor outcomes to failure to seize opportunities, while others may see
economic disadvantage as bad luck or external circumstances. We use data from a large-scale
survey experiment (N > 2,000) in a sample of the population aged 18 and older in Germany.
At the start of the experiment, we randomly select treatment respondents who receive accu-
rate information on the educational outcomes of 15-year-old students in Germany. For the

" This chapter is co-authored with Elisabeth Grewenig and Katharina Werner.
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treatment information, we focus on the difference in the share of students from more and less
advantaged families who attend academic-track secondary schools (Gymnasium): 49 percent
of students from more advantaged families and 19 percent of students from less advantaged
families attend an academic-track secondary school, resulting in a 30-percentage point SES
gap in academic-track attendance/]

The information experiment allows us to investigate the effect of providing accurate infor-
mation on academic-track attendance rates of students from more and less advantaged
backgrounds on respondents’ donation decisions and their preferences for increases in re-
distributive education spending by the government. Importantly, providing information on
both more and less advantaged students allows us to study a more nuanced picture of redis-
tribution: treated respondents might become more concerned about the share of students
from less advantaged backgrounds who attend academic-track schools, which in turn, could
translate into higher demand for targeted support. Alternatively, respondents might also be
misinformed about the share of students from more advantaged backgrounds who attend
academic-track schools, which could reduce demand for targeted support.

Similarly, it is ex-ante unclear whether treatment effects on private targeted support, i.e.,
donations, will correspond to effects on public redistributive education spending. If the
treatment information increases the concerns for the educational outcomes of students from
less advantaged backgrounds, respondents might increase their preferences for targeted
spending from both private and public sources. However, previous literature shows mixed
results on whether information can change respondents’ policy preferences (e.g., Cruces et al.,
2013; Kuziemko et al.,[2015; Hoy and Mager,|2021). While inertia of public preferences might
have a multitude of causes, a common explanation is that policy reforms are unlikely to be
seen as an effective solution if the perceived capacity of government is low. Directly measuring
donation behavior in addition to preferences for redistributive public spending allows us
to investigate whether information changes preferences for targeted spending in a highly
transparent environment. Respondents who are faced with a donation decision are well-
informed about their own opportunity costs of the donated amount, while the opportunity
costs of funds used for public targeted support are likely to be more opaque: in particular,
respondents might be unsure whether increased spending on students from less advantaged
backgrounds would be diverted from other education spending benefiting more advantaged
children, or other public spending.

We find that respondents largely assume that students’ own effort determines their educa-
tional success. In the uninformed control group, only 17.3 percent of respondents believe
that a high educational degree depends on external circumstances, rather than own effort.
Information on the differences in academic-track attendance by parental background strongly
increases the perception that external circumstances determine educational success, with a

1 Attendance of academic-track secondary schools is an important education decision in the German context.
Children typically choose the secondary school track after four to six years of primary school. Academic-track
secondary schools are the most rigorous and the most common way to obtain a university entrance qualification.
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share of 29.4 percent of respondents in the treatment group stating this opinion, an increase
by 12.1 percentage points or 69.9 percent. These results even persist into a follow-up survey
conducted two weeks after the main survey.

Second, we show that the information treatment also increases private donations to charities
supporting students from less advantaged backgrounds with school materials or scholarships
by 3.3 tokens, compared to 37.5 tokens at baseline. In the control group, 66.2 percent of
respondents donate a positive amount of money. Information on the academic-track school
attendance rates increases the share of donators by 9.3 percentage points. Similarly, more
respondents decide to donate amounts larger than the control group median. This suggests
that the increase in the perceived role of external circumstances rather than students’ effort in
determining educational success translates into higher demand for private targeted support.

Third, we show that respondents’ demand for redistributive education spending by the gov-
ernment remains unchanged by the information treatment. While a large share of respondents
(75.1 percent) in the control group supports increased school spending to foster equality of
opportunity, the treatment effect of information about academic-track attendance rates of
more and less advantaged students is negligible.

To better understand the mechanism of belief updating, we study the degree of mispercep-
tions prior to the information experiment. We also test retention of the treatment information,
by comparing respondents’ prior beliefs on academic-track attendance rates of students
from more and less advantaged backgrounds with re-elicited (posterior) beliefs about these
academic-track attendance rates two weeks after the first survey. We describe two key find-
ings: first, we find large misperceptions for all pieces of information at baseline. On aver-
age, respondents believe that 71 percent of students from more advantaged families attend
academic-track schools (accurate value: 49 percent), while they believe that 30 percent of
students from less advantaged families do so (accurate value: 19 percent). This suggests that
respondents in the treatment group on average receive a downward information shock for
both more and less advantaged students’ educational attainment. Second, results from the
follow-up survey show that persistent information updating effects are stronger for attendance
rates of less advantaged students. Higher retention could imply that treated respondents pay
particular attention to information on students from less advantaged backgrounds and might
be most concerned about this part of the information treatment. This would be in line with
the previously documented treatment effects on the perception that external circumstances
determine educational outcomes and increased levels of donations to charities supporting
students from less advantaged backgrounds. At the same time, the downward information
shock regarding the attendance rates of more advantaged students could temper respondents’
demand for public targeted spending if the redistributive effects on more advantaged students
are seen as unclear. This highlights a potential role of perceived uncertainty regarding the
opportunity costs of additional spending in explaining inertia in public preferences, which we
consider an important question for further research.
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We explore five alternative reasons why the positive information treatment effects on the
perceptions of the importance of circumstances and private donations do not translate into
more support for redistributive education spending by the government. We show that respon-
dents think that the concrete policy proposal - increased school spending - is well suited to
foster equality of opportunity. Explorative subgroup analyses also reveal that the information
treatment does not differentially affect preferences for redistributive education spending of
respondents with different educational attainment, political ideologies nor with different
levels of trust in the government, suggesting that partisan biases or beliefs about the govern-
mental capability are unlikely to account for the absence of treatment effects. Finally, a more
systematic approach using a Causal Forest algorithm similarly fails to detect heterogeneous
treatment effects on demand for redistributive education spending along the previously
mentioned dimensions as well as a large number of socio-economic characteristics. For pri-
vate donations, we document suggestive evidence that respondents with lower educational
attainment react more strongly to the information treatment.

The remainder of the paper is structured as follows. Section[4.2]introduces the hypotheses
that we test in this paper and the related literature. Section provides a brief overview
of the institutional background of the German education system. Section 4.4/ presents the
opinion survey, the experimental design, and the estimation strategy. Section[4.5|presents
our results. Section[4.6]discusses belief updating, how respondents perceive the information,
and potential mechanisms. Section4.7]concludes.

4.2 Conceptual Framework and Related Literature

There is a long tradition in social sciences to study the relationship between inequality and
preferences for redistribution (Piketty, 1995; Bénabou and Ok, 2001; Alesina and Giuliano,
2011; Durante et al.,2014; Almas et al.,[2020; Hvidberg et al., 2022) Previous studies show
that perceptions over the underlying sources of inequality are an important explanatory
factor in determining whether redistribution is favored (Alesina and Glaeser, 2004; Alesina
and Angeletos, 2005; Bénabou and Tirole, 2006). On the one hand, individuals might believe
that economic success results from effort, and poor outcomes may mainly be attributed
to individual failures to use available opportunities. On the other hand, individuals might
perceive the system as unfair and assume that economic disadvantage is the result of bad
luck or external circumstances beyond someone’s control. Because of the different sources
attributed to individual success, the two notions might have very different implications for
redistribution preferences, with the latter view yielding a higher demand for targeted support
for the disadvantaged than the former. Indeed, several papers have empirically confirmed

2 One strand of this literature has investigated heterogeneities in redistributive preferences using incentivized
lab experiments (e.g., Cappelen et al.,[2007; Fisman et al.,[2007; Cappelen et al.,[2013,2015; Jakiela,[2015;
Fisman et al.,2017) while another strand has focused on redistributive preferences in the general population
(e.g., Edlund,|1999; Osberg and Smeeding, 2006} Bellemare et al.,[2008; Fisman et al., 2015} Falk et al.,2018).
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the link between fairness views and distributional preferences using social survey data (e.g.,
Fong, 2001; Alesina and La Ferrara, |[2005; Roth and Wohlfart,|2018). Whether information
on differences in economic outcomes between groups gives rise to demands for targeted
support might thus depend on the degree to which individuals are seen as responsible for
their own economic success, in the sense that success is a consequence of individual effort
(e.g., Alesina and Angeletos,2005; Bénabou and Tirole, 2006). As a result, we would expect
demand for redistributive education spending targeted at less advantaged students to in-
crease if the source of unequal outcomes is seen as being less individuals’ effort and hence
attributed more to external circumstances. In this paper, we test whether information about
inequality in educational outcomes in terms of students’ academic-track attendance rates by
parental SES leads to a change in the perception about the role of circumstances or effort in
determining educational success. We thereby extend the literature by providing information
about differences in academic-track attendance rates by parental SES while most previous
literature has focused on inequality in terms of income. This allows us to understand to which
extent respondents interpret the correlation between parental background and academic-
track attendance of students as informative on students’ individual responsibility for their
educational success.

Because people often hold misperceptions about the extent of inequality in society (e.g.,
Kluegel and Smith,|1986; Norton and Ariely,[2011), we expect the provided information to
change average respondent beliefs about academic-track attendance rates of students from
different backgrounds in the treatment group compared to the control group. However, it is
ex ante unclear which part of the information treatment will be most relevant to respondents:
the treatment group receives information on the levels of the share of students attending
an academic track for students from advantaged and disadvantaged backgrounds as well as
the gap in attendance rates by parental SES. Respondents who are predominantly concerned
aboutthe number of students reaching high levels of education regardless of their background,
might be most interested in the information on the levels of academic-track attendance. The
direction of the effect of respondents’ misperceptions about attendance levels is ambiguous.
On the one hand, if respondents overestimate the level of students from more advantaged
backgrounds who attend the academic-track schools, they may be surprised by the unex-
pected ‘low’ share of high-SES students who attend an academic-track school and therefore
adjust their perception of the importance of external circumstances for educational success
downwards. On the other hand, if respondents previously overestimate the levels of students
from less advantaged backgrounds who attend the academic-track schools, respondents may
be surprised by the ‘low’ share of low-SES students who attend an academic-track school and
therefore adjust their view about the role of external circumstances for educational success
upwards. Respondents might also care about the gap in attendance rates by parental SES if
they are mainly worried about social cohesion between groups. The treatment effect might
also be ambiguous with respect to the gap in academic-track attendance rates by parental
SES, depending on whether respondents care about the absolute difference of the gap or the
relative rates. In our paper, we test this hypothesis by examining (i) treatment effects on the
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perception of the role of circumstances as decisive for educational success, and (ii) respon-
dents’ follow-up beliefs about the academic-track attendance levels of high- and low-SES
students. Thus, if respondents care more about the share of students from less advantaged
backgrounds attending academic-track schools, we expect treated respondents to shift their
answer towards reporting a higher importance of external circumstances and to particularly
remember this information in a follow-up survey.

Changes in people’s perceptions about inequality might in turn affect their willingness to
support disadvantaged groups, e.g., through donations to charities. Several papers have
analyzed the relationship between inequality and charitable donations. Mostly focusing on
income inequality, this strand of the literature shows ambiguous results: some studies, mainly
conducted in the lab, find that increases in income inequality are associated with smaller
amounts of charitable contributions (Chan et al.,[1996; Buckley and Croson, 2006; Coté et
al.,|2015; Duquette and Hargaden, 2021). However, observational studies document that
increases in income inequality can also lead to larger donations (e.g., Payne and Smith,2015).
In contrast to these studies, we do not investigate the effects of changes in inequality per se but
observe how information on the inequality in educational outcomes of students from different
backgrounds affects private donations. In addition, we do not elicit preferences for donations
in general but focus on charities that aim to create equality of opportunities for students
from different backgrounds. Measuring respondents’ preferences for private redistribution
by their donation decision bears several advantages: it constitutes a one-time decision for
respondents, it is easily understandable and executable, and most importantly, the donation
decision carries a clear implication, where respondents’ contributions are directed towards
charities dedicated to help less advantaged students. This incentivized measure is a good way
to measure respondents’ willingness to pay for support for these children as a ‘real stakes’
question (Stantcheva, 2022) and to reduce experimenter demand effects (Stantcheva, 2022;
Haaland et al.,2023). If respondents adapt their view that external circumstances are more
decisive for educational success as a consequence of being informed about inequality in edu-
cational outcomes by parental background, we are interested in whether this also translates
into higher private donation decisions to charities that aim at equalizing opportunities of
students from different family backgrounds. In case our results show that treated respondents
assign a higher importance to external circumstances as the decisive factor for educational
success after being provided with the information about inequality of educational outcomes
of students from different backgrounds, we also expect a positive treatment effect on re-
spondents’ donation decisions: especially if treated respondents perceive that the sources of
inequality in students’ chances lie beyond an individual’s control, they are more inclined to
donate (higher amounts) since they perceive the education system as less fair.

It is ex-ante unclear whether treatment effects on private donations will mirror its effects on
public redistributive education spending. Examining redistributive education spending, we
most strongly relate to the experimental literature that investigates how changing people’s
perceptions about the extent of inequality affects their preferences for governmental redistri-
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bution (see also Ciani et al. (2021) for a survey on the recent literature)ﬂ The results of the
literature are rather mixed: while some studies find a positive effect on respondents’ prefer-
ences for redistribution (Cruces et al., 2013), the common takeaway from the experimental
studies is rather that while information usually leads to greater concern about inequality, it
mostly fails to shift peoples’ redistributional preferences neither towards policies aiming at
equality of outcomes (e.g., Kuziemko et al.,2015; Hoy and Mager, 2021) nor towards many
policies aiming at equality of opportunity (Alesina et al., 2018; Lergetporer et al., 2020). Re-
spondents’ policy preferences might differ from their donation decisions for multiple reasons
which highlights the importance of examining both, respondents’ donation decisions and
preferences for redistributive education spending. In particular, while the process of increased
spending is very clear for a donation to a charity, how public funds would increase if respon-
dents stated a preference for higher targeted spending to help disadvantaged students is
less certain. In particular, respondents might be unsure that increased education spending
targeted at disadvantaged students by the government does not implicitly result in funds
being diverted from more advantaged students. If treated respondents become more con-
cerned about attendance levels, specifically of students from less advantaged backgrounds
but also of students from more advantaged backgrounds to a lesser extent, they might not
favor more public targeted spending. In contrast, the money from donations is added from
the respondents’ individual account to the charity and hence the origin and opportunity cost
of funds is fully transparent to the respondent. Once informed about the unequal chances
of students from less advantaged backgrounds, respondents might be especially willing to
donate to charities that specifically target this group of students. Consequently, respondents
are more willing to donate to a charity supporting students from disadvantaged backgrounds,
about whom they seem to care more, while they are not more in favor of a change in the
public-school spending funding formula.

It has been argued that the difference in treatment effects could also be due to a lack of
trust in the government (Kuziemko et al.,[2015) or doubts about the effectiveness of the
policy proposal to achieve the goal of equality of opportunity. Imagine respondents hold
the view that increased education spending is not the most effective means to promote
equality of opportunity or that alternative policies may be more impactful. In that case,
providing information about the inequality in educational outcomes of students from different
backgrounds could alter respondents’ private donation decisions, but not their preferences
for governmental redistributive education spending as elicited in our specific policy question
(see also Lergetporer et al. (2020) for a detailed discussion). A similar channel could be that

3 The literature distinguishes between two types of policies, namely policies aiming at equality of outcomes,
such as progressive taxation or minimum wages (e.g., Alesina and La Ferrara, 2005; Kuziemko et al.,2015)
and policies aiming at equality of opportunity (e.g., Alesina et al.,|2018; Lergetporer et al.,|2020; Fehr et al.,
2022b). Earlier work has provided survey respondents with information on their ranking in the national income
distribution (Cruces et al.,2013; Kuziemko et al., 2015} Karadja et al.,2017; Hoy and Mager,|2021; Bublitz,2022)
or the global income distribution (Fehr et al.,[2022a). Similarly, McCall et al. (2017) and Alesina et al. (2018)
inform study participants about actual economic inequality in the U.S., and Lergetporer et al. (2020) and Fehr
et al. (2022b) about the persistence of SES in Germany.
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some respondents do not favor increases in governmental redistribution due to a lack of trust
in the government (Kuziemko et al., 2015). Furthermore, how respondents perceive the role of
circumstances or effort in achieving educational success could be influenced by their personal
experience within the education system. For example, respondents who have achieved high
educational degrees might attribute their success to their diligence and effort. Conversely,
respondents who did not attain higher qualifications may lean towards attributing their
failure to adverse conditions or external circumstances. Similarly, the effect of our information
treatment on support for governmental redistributive education spending could differ by
respondents’ political ideology or partisanship. Left-leaning respondents are likely to express
greater support of equal-opportunity policies undertaken by the government. In contrast,
right-leaning respondents might change their perception on the role of circumstances in
education and their preferences for private donations. However, their inclination might not
extend towards additional government intervention (e.g., Alesina et al. (2018) on information
about intergenerational mobility or Haaland et al. (2023) on information about racial gaps).
We test these hypotheses with the data from the ifo Education Survey 2019 that we describe in
section[4.4] and present the results after providing some information about the institutional
background in Germany in the next section.

4.3 Institutional Background

In Germany, compulsory schooling usually starts at the age of six until the age of 18 (see
Appendix Figure[A4.1]for an overview of the German school system). The comprehensive
primary school takes four years in the majority of states (some states have six years of primary
education) and provides basic education in math, German, science, and social subjects. At the
end of primary school, children are tracked into different school types. Some schools offer
only basic and intermediate degrees that prepare for apprenticeship training or vocational
education and usually last until grade 9 or 10, while other schools offer all tracks (Matthewes,
2021). Over time, the majority of German states has reformed tracking to increase the number
of schooltypes. Gymnasium, which we refer to as academic-track school throughout this paper,
is the only secondary school type that exists in all states and that has remained unchanged
by recent education reforms (Matthewes, 2021). This school type offers only an academic
track which directly leads to the Abitur, the German university entrance qualification, after
grade 12 or 13. Overall, academic-track school attendance is relatively common in Germany.
32 percent of 15-year-old children attended a Gymnasium in 2015 (own calculations based on
PISA 2015 data).

Tracking decisions depend on parental preferences and the child’s academic achievement
at the end of primary school. Primary school teachers usually summarize their experience
teaching a child and its grades in core subjects in a formal track recommendation. In 2015, in
12 of the 16 German states, this recommendation by the teacher was not binding, and it is
at the parents’ discretion to decide where to enroll their child for secondary school. In the
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remaining states, parents can only send their child to a higher track than recommended by
the teacher if their child passes entry tests or performs well in trial lessons (see Grewenig
(2021) for more details) ff

Students are more likely to attend higher tracks if their parents have a high SES. Parental
background even remains predictive of academic-track school attendance when test scores
in math and reading are taken into account (own calculations based on PISA 2015 data). As a
result, in international comparison, Germany has been repeatedly criticized for the fact that
family background is a very strong predictor for students’ educational performances compared
to other countries. For instance, the German mean achievement gap in PISA 2015 science test
scores that is associated with a one-unit increase on the PISA index of economic, social and
cultural status amounted to 42 score points, the equivalent of more than one year of schooling,
which lies above the average OECD performance gap of 38 score points (OECD,2016). Similarly,
while only 19 percent of 15-year-old children in the lowest 50 percent of families (in terms
of their social background and family income) attend a Gymnasium, the respective share for
children in the highest 50 percent of families amounts to 49 percent (own calculation based on
data from PISA 2015, see Appendix|A4.1]for details). The resulting gap of 30 percentage points
is striking, not least because individuals with a university entrance qualification - which is
typically obtained at a Gymnasium - do not only experience a large wage premium on gross
earnings of around 42 to 44 percent (see Dodin et al. (2021) and Schmillen and Stiiber (2014)
for corresponding estimates), but also show lower risk of unemployment (Hausner et al.,2015)
and higher life expectancy (Gartner,[2002).

4.4 Data and Empirical Strategy

This section describes the data collection, the experimental design, sample characteristics,
and the econometric model used for estimating the effects.

4.4.1 Data Collection and Sample

Our research is based on data from the ifo Education Survey 2019, a large opinion survey
on education policy in Germany. Sampling and polling were conducted by Kantar Public,
a renowned German survey company, in May 2019. Overall, the survey encompassed 37
questions related to education policy and respondents were also asked about a rich set of
socio-demographic background characteristics at the end of the survey. Median completion

4 Ingeneral, switching tracks or obtaining further qualifications after graduating from a lower track is possible, al-
beit rare. The yearly rate of changing school types is low, typically ranging from 1.3 percent (Baden-Wiirttemberg)
to 6.1 percent (Bremen). Among those students who changed the school type in 2010/11, only about 27 percent
switched to a higher track school (Bellenberg,2012). In addition, among all students who pursue secondary
education after grade 10, more than 90 percent have attended a Gymnasium in the grades before (Statistis-
ches Bundesamt,[2018). Therefore, the initial tracking decision after primary school is important in a child’s
educational career.
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time was 30 minutes. Rates of item non-response are low, ranging between 0.0 percent and
0.2 percent for the questions used in this paper.

Respondents were sampled and surveyed via an online platform and answered the survey
autonomously on their own digital devices. Respondents receive tokens by the online platform
for their participation in the survey. In our survey, all respondents are incentivized with 75
tokens for survey completion. Subsequently, these tokens can be exchanged for items or
gift vouchers of well-known online retailers. Thus, their exact value may differ between
respondents depending on their personal preference for these items

To investigate belief updating and the persistence of potential information effects, respon-
dents were also asked to participate in a follow-up survey roughly two weeks after completion
of the main survey. The follow-up survey re-elicits respondents’ belief about academic-track
attendance rates of students from more and less advantaged backgrounds as well as other
outcome variables but does not contain information about these attendance rates (identical
for control and treatment group respondents). Overall, 80.2 percent of the original partici-
pants decided to take part in the follow-up survey. The median lag to the main survey was 15
days with a range from 7 to 40 days.

For our final analyses, we drop respondents who did not pass an attention checlﬂ posed
half-way through the survey which leaves us with 2,094 respondents in the main survey and
1,671 respondents in the follow-up survey. As illustrated in Appendix Table[A4.1] our sam-
ple is broadly representative of the German population in terms of gender, age, region, and
household income. For instance, 79.6 percent of our respondents live in western Germany,
compared to 80.3 percent in administrative data from the 2018 Microcensus Similarly, 53.1
(50.9) percent of respondents in our sample (in the administrative data) are female. Respon-
dents in our sample are also reasonably close to the population in terms of their average age
of 53.1 (50.9), a share of 41.3 (34.1) percent of sample respondents with university entrance
degrees (Abitur), and a share of 43.8 (48.2 percent) of respondents above the respective me-

5 Our compensation for survey participation corresponds to the standard rate that is offered by the polling
firm. As an example, respondents may directly convert the 75 tokens into money, in which case they are worth
about 0.75 Euro. This implies that the hourly wage equivalent of the compensation is relatively low, which
already suggests that the collectable tokens may be (much) more valuable to the respondents than their pure
monetary equivalent. Moreover, intrinsic motivation to state opinions or “gamification” - a phenomenon where
respondents value tokens more than their monetary equivalent (e.g., Puleston,|2011; Keusch and Zhang,|2017) -
might also increase survey participation.

6 The wording of the attention check is as follows: “It sometimes happens that survey participants do not read
individual questions accurately. To ensure that you read the questions accurately, we ask you to ignore the
following question and enter the number twenty-two in the text field. [line-beak] The German states are also
responsible for universities and colleges. What do you think, how many currently have tuition fees?” While
none of the 16 German states currently has tuition fees, only respondents who answered 22 were left in the final
sample.

" Research Data Centres of the Federal Statistical Office and the statistical offices of the Laender, Microcensus,
census year 2018 (see also Forschungsdatenzentren der Statistischen Amter des Bundes und der Lander,[2018).
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dian household income. Overall, our sample covers a broad and diverse range of individuals
from the German population.

4.4.2 Experimental Design

Information Treatment

We conduct a survey experiment that informs respondents about the academic-track atten-
dance rates of students from more and less advantaged backgrounds in Germany, i.e., the
correlation between parental background and educational success of adolescents. Appendix
Figure[A4.2]provides an overview of the experimental design. In Germany, educational inequal-
ity between students from different socio-economic backgrounds is large in international
comparison (e.g., OECD,2020) and manifests early during children’s educational careers. In
fourth grade, children from more disadvantaged families show significantly lower skills in
math, science, and reading (Stanat et al.,|2017). This is particularly noteworthy as compe-
tencies achieved during primary school are decisive for students’ transition to secondary
school.

We study inequality in educational outcomes arising from the relationship between children’s
academic-track school attendance and their parents’ SES. Since tracking into different school
types occurs at a relatively young age for most children in Germany (usually between 10
and 12 years old), children’s preferences for different school types are likely to be rather
shortsighted, and their understanding of the consequences of education decisions is likely to
be very limited. As a result, parental influence on the tracking decision is very high. At the
same time, initial track choice creates a clear default educational outcome for students since
changing school tracks at later agesis rare, academically difficult due to differences in teaching
style and curriculum, and often comes with substantial social costs for students. Therefore,
the decision whether or not a student attends an academic-track school after primary school is
animportant junctionin the children’s education journey that is highly dependent on parental
initiative. Academic-track schools are the most popular school type where students obtain
a university entrance qualification (see section[4.3|for more institutional details), which is
positively associated with many favorable economic outcomes (e.g., Gartner,|[2002; Schmillen
and Stliber, [2014; Hausner et al.,[2015; Dodin et al., 2021). Differences in academic-track
attendance thus capture a crucial aspect of equality of opportunity.

Our randomized information treatment informs respondents about the academic-track atten-
dance rates of 15-year-old children in the lowest and highest 50 percent of family SES status.
The treatment informs respondents that 49 percent of students from the more advantaged
half of all families (in terms of their social background and family income) attend an academic-
track school. Treated respondents also learn that, among students from the less advantaged
half of all families, 19 percent attend an academic-track school. This results in an SES gap
of 30 percentage points (see Appendix|A4.1|for details about the calculation of the informa-
tion treatment from PISA data). Along with the verbal statement about the academic-track
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attendance rates, respondents in the treatment group are also shown a graphical illustration
of these attendance rates among students with different family backgrounds (see Appendix

Figure[A4.3]for details).

Eliciting Prior and Posterior Beliefs

To assess respondents’ information status at baseline, we first elicit prior beliefs about the
academic-track attendance rates of students from more and less advantaged backgrounds.
Respondents are asked to report their best guesses for the shares of students from the more
advantaged half and less advantaged half of all families (in terms of their social background
and family income) who attend an academic-track school f Given their guesses, we can also
calculate the within-respondent estimate for the SES gap in attendance rates.

To shed further light on the belief updating process, we re-elicit respondents’ beliefs about
the academic-track attendance rates in the follow-up survey conducted two weeks after the
main survey. For the control group, this captures any changes in their prior beliefs either due
to priming or salience after participating in our survey or through other news or events in this
period. For respondents in the treatment group, the follow-up survey allows us to study how
respondents updated their beliefs due to receiving the information treatment in the earlier
survey.

Eliciting the Perceived Role of Circumstances

We are interested in whether our factual information treatment on the academic-track school
attendance rates changes respondents’ perception of the role of students’ effort and the role
of circumstances in determining educational and labor-market success. We, therefore, ask
respondents the following question: “Some say that success in life depends primarily on one’s
own effort. Others say that success in life depends primarily on external circumstances. In your
opinion, what determines whether one achieves the following in life?” Respondents can then
choose one of the following four answer categories “mainly own effort”, “rather own effort”,
“rather external circumstances”, or “mainly external circumstances”. To analyze the extent to
which respondents draw a connection between educational and economic success, we elicit
these views for both the role of circumstances in achieving “a high educational degree” as

well as “a high income”.

Eliciting Private Donations

Next, we investigate whether information on academic-track attendance rates of students from
more and less advantaged backgrounds changes respondents’ desire to support students from
disadvantaged backgrounds financially. Therefore, we implement a donation experiment,
where respondents can choose to donate directly to charities that work to improve equality

8 The corresponding belief elicitation question is posed to all respondents regardless of their treatment assign-
ment and reads as follows: “Think of a comparison between children from the better and worse off half of all
families (in terms of social background and family income). What do you think is the percentage of students
from ... (i) the more advantaged half of all families who attend a Gymnasium?, (ii) the less advantaged half of all
families who attend a Gymnasium?”
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of opportunity in education. First, every respondent receives 80 tokens in addition to their
regular compensation of 75 tokens for survey participation (see section[4.4.1|for details on the
survey). Subsequently, respondents can decide to donate any amount between zero tokens
or the full amount of 80 tokens to one or both of two charities that aim to help students from
disadvantaged families[]

Given that donations directly reduce the monetary payout for the survey participants, they
reflect revealed preferences for respondents’ willingness to pay to support students from
disadvantaged backgrounds. In addition, they are well suited to mitigate concerns of ex-
perimenter demand effects (Quidt et al.,[2018; Mummolo and Peterson, 2019), as potential
demand effects should be lower in tasks where real money is at stake (Haaland et al., 2023).

Eliciting Policy Preferences

We focus on respondents’ policy preferences towards equality of opportunity, which is most
directly relevant in the education context, and ask respondents whether they favor or oppose
increased redistributive education spending by the government for children from less advan-
taged families to increase equality of opportunityAnswers to this question are reported on
a five-point Likert-scale ranging from “strongly favor” to “strongly oppose”. The question also
states that additional expenditures usually have to be financed through taxes.

4.4.3 Sample Balance

Appendix Table[A4.2)presents results from a balancing test to check whether the randomization
successfully balanced respondents’ observable characteristics across the two groups of the
main experiment. The first column shows the average characteristics in the control group.
The subsequent columns present characteristics of the information treatment group together
with the respective difference to the control group. With 31 comparisons, we would expect
1.55 to be significantly differently from zero at the five percent level. For our sample, two are
significant at the five-percent level. Moreover, regressing treatment status simultaneously
on all covariates yields a p-value for joint significance of 0.3. We thus conclude that random
assignment worked as intended. We nevertheless include a large set of control variables in
most regressions to increase the efficiency of our estimates.

° The selected charities are Deutsches Kinderhilfswerk e.V. and Die Chancenstiftung. Upon request, respondents
could choose to learn more about these two charities by clicking on a link that displayed additional information
(overall, 13.8 percent chose to learn more about the charities). The additional information about Deutsches
Kinderhilfswerk e.V. states that the foundation is committed to a child-friendly Germany and that the donations
are dedicated to the “Chancengerechter Bildungsstart” project, which, among others, provides children from
low-income families with school materials. The additional information about Die Chancenstiftung states that the
charity awards scholarships to children and young people from low-income families. The scholarship recipients
usually receive professional tutoring.

10 Measuring peoples’ preferences for equality of opportunity policies by eliciting their view on education
spending is a common approach (Alesina et al.,|2018; Fehr et al.,[2022b).

Improving Educational Outcomes 119



4 Luck or Effort

Next, Appendix Table[A4.3]investigates whether participation in the follow-up survey is related
to treatment assignment in the main survey. Regressing a dummy for follow-up-survey partici-
pation on the treatment indicator and covariates shows no evidence of differential attrition as
aresult of receiving the information treatment. The table further reveals that respondents who
are older, those who tend to vote for parties outside of the mainstream, and respondents with
a university entrance degree are more likely to participate in the follow-up survey. Reassur-
ingly, among follow-up survey participants, respondents’ observable characteristics are still
well-balanced across treatment arms (see Appendix Table[A4.4). Therefore, treatment-effect
estimates of the information treatment on outcomes measured in the follow-up survey are
still unbiased.

4.4.4 The Econometric Model

We estimate the effects of the information treatment on outcomes with the following regres-
sion model:

yi = ap+ a1 Ty + 0'X; + €, (4.1)

where y; is the outcome variable of interest for respondent i, i.e., the perceived role of circum-
stances, private donations, and demand for redistributive education spending. T; indicates
whether respondent i received information on the relationship between academic-track at-
tendance and parental background. X; is a vector of control variables (see Table[4.1]notes
for details), and ¢; is the error term. Since ¢; is uncorrelated with treatment status through
randomization, the coefficient o; provides an unbiased estimate for the causal treatment
effect of information provision. As the inclusion of covariates can increase the precision of
estimates, we often show results both with and without covariates.

4.5 Results

This section describes the experimental results. We first examine whether information about
the differential academic-track attendance rates by parental background affects respondents’
perceived role of circumstances (section[4.5.1). We then analyze whether this effect also
translates into respondents’ donation decisions (section [4.5.2) and their preferences for
redistributive education spending (section}4.5.3).

4.5.1 Information Provision and the Perceived Role of Circumstances

Figure[4.1]illustrates the treatment effect of providing information about the academic-track
attendance rates of students from more and less advantaged students on respondents’ per-
ceived role of circumstances in achieving (i) a high educational degree (Panel A) and (ii) a high
income (Panel B).
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The information treatment has a large and significant effect on respondents’ expressed view
that educational attainment is the result of external circumstances rather than effort (see
Figure[4.1], Panel A). In the uninformed control group, a baseline share of 17.3 percent states
that a high educational degree (mainly or rather) depends on external circumstances, and
82.7 percent say that it is (mainly or rather) due to own effort. In the treatment group, where
respondents are informed about the academic-track attendance rates of students from more
(49 percent) and less advantaged families (19 percent), the share that attributes educational
attainment to external circumstances largely and significantly increases by 12.1 percentage
points to 29.4 percent. This finding is in line with what we expect if respondents care to a
larger extent about attendance rates from less advantaged students.

The effects of information provision on the perceived role of circumstances in income inequal-
ity are similar but much smaller. Among respondents in the control group, 35.0 percent state
that a high income is due to external circumstances rather than own effort (see Figure[4.1]
Panel B). This share increases slightly to 38.8 percent, an increase which is nominally small
and statistically insignificant at conventional levels.

Table[4.1]reports experimental results based on equation as elicited on the four-point
scale, with higher values indicating a stronger role of external circumstances [ Consistent with
Figure[4.1] information on academic-track attendance rates of students from more and less
advantaged backgrounds significantly shifts respondents’ answers towards reporting a higher
importance of external circumstances in determining high educational attainment (column 1).
The effect amounts to 0.3 scale points on a scale from one to four which is an increase of 14.2
percent of the mean. Together with the finding of an increase in the share of those attributing
educational success to external circumstances by 12.1 percentage points (69.9 percent), this
is a rather sizeable effect. Column 3 confirms that the information treatment hardly affects
respondents’ view on the role of external circumstances in determining income. Reassuringly,
including covariates does not qualitatively affect our results (columns 2 and 4).

Table[4.2shows that significant effects of information provision persist in the follow-up survey
two weeks after the information was provided [ It turns out that the initial treatment effect on
the perceived role of circumstances for a high educational degree is very similar for the sample
of respondents that participate in the follow-up survey, with an increase of 0.3 scale points
(columns 1 and 2). The treatment effect of information provision on the same item in the

11 Results are robust to the coding and choice of specification. While all models in this paper are estimated
as linear probability models, (ordered) probit models yield qualitatively similar results (results available upon
request). Similarly, conclusions drawn from Table[4.1|remain unchanged if we regress the treatment indicator
on a binary indicator of perceived role of circumstances (analogous to Figure[4.1) or if a separate coefficient is
estimated for each answer category (see Appendix Table|A4.5).

12 To analyze the effects of the information treatment on belief updating, we estimate the following model:

yit = Bo + B1T; + B2T; x Time surveyed, + B3 Time surveyed, + &' X; + €;, (4.2)

where y;; is the outcome variable of interest for respondent i at time t with t € {main survey, follow-up survey}.
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follow-up survey is reduced by about two-thirds but is still positively significant. The smaller
size of the coefficient in the follow-up survey would be expected and could be consistent with
imperfect recall or information compliance. Nevertheless, the positive effect implies that
respondents in the treatment group change their perception of the role of circumstances in
education not only momentarily while the information on academic-track attendance rates
by parental SES is available on the screen but over an extended time period. While both
salience effects and belief updating can drive immediate effects of information provision,
this persistence implies that respondents are indeed able to understand and remember the
provided information. Therefore, the treatment effect is rather unlikely to stem only from
salience or experimenter-demand (Haaland et al.,2023) while parts of it stem from information
updating.

In sum, providing information on the extent of inequality in academic-track attendance rates
by parental background has a large and positive effect on the share of respondents who view
a high educational degree as the result of external circumstances rather than effort, which
persistsin a follow-up survey two weeks later. At the same time, it does not affect respondents’
perception of the role of circumstances in determining income inequality, suggesting that
respondents do not infer a strong link between circumstance-induced differences in educa-
tional outcomes and income differences. This runs counter to a large literature documenting
the importance of educational outcomes for future earnings (e.g., Schmillen and Stiiber,2014;
Dodin et al.,[2021). An alternative interpretation would be in line with a literature on equal-
ity of opportunities, which conjectures that adults are responsible for their own education
and career decisions, while children might not be (Roemer, 2004). In this case, respondents
might believe that earnings inequality is predominantly affecting adults, whom they see as
responsible for their labor-market outcomes regardless of their parental circumstances.

4.5.2 Information Provision and Private Donations

In this section, we report estimates showing that information on inequality in educational
outcomes of students from different parental background increases donations to charities
supporting students from disadvantaged backgrounds for respondents in the treatment group.
At baseline, most respondents (66.2 percent) decide to donate a positive amount to charities.

Table4.3|regresses donations on the treatment indicator based on equation (4.1). Information
on the difference in academic-track attendance rates by parental background significantly
increases the share of respondents who decide to donate any positive amount by 9.3 per-
centage points (see column 1). Similarly, the average amount of donated tokens increases
significantly by 3.3 tokens in the treatment group, compared to 37.5 tokens at baseline (col-
umn 2). The share of respondents who decides to donate the full amount of 80 tokens (30.3
percent) does not change in the treatment group (column 3). We also find an increase in the
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share of respondents who donate more than the control group median (column 4), suggesting
that our information treatment does not only positively affect very small donations[|

Figure[4.2]additionally shows the treatment effect on donations. Information about the ex-
tent of inequality in academic-track attendance rates by parental background particularly
decreases small donations, i.e., those up to an amount of 10 tokens. In contrast, the treat-
ment positively affects donations larger than 10, except those between 40 and 50 tokens and
between 70 and 80 tokens.

4.5.3 Information Provision and Demand for Redistributive Education Spending

In this section, we show that positive treatment effects of providing information on academic-
track attendance rates of students from more and less advantaged backgrounds do not trans-
late into increased demand for redistributive education spending by the government. Table
[4.4]regresses respondents’ policy preferences about redistributive education spending on the
treatment indicator based on equation (4.1). Depending on the exact specification, effect sizes
vary between -1.1 percentage points (support in column 1) and 1.5 percentage points (opposi-
tion in column 2) and are neither statistically nor economically significant. Further exploiting
variation by measuring preferences on the continuous five-point measure of support for more
redistributive education spending shows very similar results. In this specification, the infor-
mation treatment decreases demand for redistributive education spending by -0.005 points
on the Likert scale, which is not statistically significant at conventional levels (column 3).

Descriptively, we find a very high baseline support towards increased governmental spending
for children from less advantaged families. In the control group, 75.1 percent of respon-
dents (strongly) favor increased education spending to foster equality of opportunity. Only
a small minority of 12.6 percent opposes higher spending for children from disadvantaged
backgrounds.

Despite the considerable support among respondents for education spending aimed to foster
equality of opportunity, and the fact that information on academic-track attendance rates
of students from more or less advantaged backgrounds changes the perception of the role
of circumstances in education and private donation behavior, we do not find a strong effect
of the information treatment on policy preferences in the studied sample. This is in line
with previous literature showing that policy preferences for redistributive reforms can be
unresponsive even if perceptions of inequality change (e.g., Alesina et al.,|2018). Our findings
in this section are alsoin line with the literature that finds that policy preferencesin the general

13 When making their donation decision, respondents had the opportunity to distribute their donations between
two charities (see section[4.4.2]for details). In the control group, the majority of those who decide to donate
a positive amount split their donations equally between both charities (63.7 percent). 28.6 percent allocate
the full amount of their donations to Deutsches Kinderhilfswerk e.V. The remaining 7.6 percent allocate the full
amount to Die Chancenstiftung. While our information treatment significantly increases average donations, the
allocation of donations between the charities remains largely unaffected (results available upon request).
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population are less malleable to information provision than other preferences. For example,
Luttmer and Singhal (2011) suggest that preferences for governmental redistribution have an
important cultural component that is rather stable over time. Other studies argue that even if
respondents update their factual beliefs, it remains unclear whether people use these facts in
forming political opinions (Gaines et al., 2007; Khanna and Sood, 2018; Zhang, 2022).

4.6 Mechanisms

In this section, we discuss additional evidence on belief updating (section4.6.1), the role
of academic achievement of students for respondents’ preferences (section[4.6.2), and het-
erogeneities that might help characterize the parts of the population that are susceptible to
information (section4.6.3).

4.6.1 Evidence on Misperceptions and Belief Updating

First, we examine to what extent information effects are related to previous misperceptions
and what part of the information treatment drives respondents’ answering behavior. We first
show descriptive evidence on respondents’ prior beliefs for the share of children from different
parental backgrounds that attend an academic-track school before information provision.
We then provide experimental evidence on the effect of information provision on posterior
beliefs from the follow-up survey about two weeks later (see section{4.4.2).

Overall, respondents severely misperceive both the levels and the SES gap of academic-track
attendance in Germany. On average, respondents guess that 71 percent of students (accurate
value: 49 percent) from a more advantaged parental background attend the academic-track
school (see Appendix Figure[A4.4|for the full distribution of guesses). At the same time, they
also guess that 30 percent of students (accurate value: 19 percent) from a less advantaged
parental background attend an academic-track school. These beliefs result in a misperception
of the SES gap in academic-track attendance, which respondents expect to amount to 41
percentage points on average (accurate value: 30 percentage points). This would imply that
the average treated respondent receives a downward information shock related to lower
levels of attendance of academic-track schools compared to their prior belief (in case they
favor high educational outcomes for all students) but a positive information shock related
to the smaller SES gap between groups (in case they value equality of opportunity). Our
finding that information provision leads to an increase in the perception that circumstances
are important in achieving a high educational outcome (see section[4.5.1) therefore suggests
that the average respondent is more concerned with the levels of academic-track attendance
of students for less advantaged backgrounds than with the size of the difference between
groups.

In line with this interpretation, we find the strongest evidence of belief updating in the follow-
up survey for the guesses of academic-track attendance rates of students from less advantaged
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backgrounds. The follow-up survey re-elicits respondents’ beliefs about the share of students
from more and less advantaged families in the same way as in the main survey but does not
include any reminder of information provision (see section[4.4.2). Table[4.5regresses posterior
beliefs on the treatment indicator from the main survey based on equation (4.1). It shows
that information provision persistently improves beliefs about academic-track attendance
rates. Respondents in the control group still estimate similar shares of students from less
(30.3 percent) and more (69.0 percent) advantaged backgrounds to attend the academic-
track schools as the control group in the main survey. Treated respondents’ beliefs about
both these shares decrease, which is in line with lower academic-track school attendance
rates for both groups. Respondents’ beliefs about the academic-track attendance rates of
students from less advantaged backgrounds decrease by 1.9 percentage points or 6.4 percent,
while beliefs for students from more advantaged backgrounds decrease by 0.8 percentage
points or 1.1 percent. While effect sizes go in the expected direction for both guesses, the
effect of the information treatment only reaches statistical significance for the guess of the
share of students from less advantaged backgrounds. Taken together, these findings suggest
that respondents care most about the number of students going to academic-track schools,
rather than differences between groups, and are most concerned about students from less
advantaged backgrounds. This result is in line with the finding that treated respondents are
more willing to donate to help disadvantaged students. It also supports the interpretation
that preferences for targeted public spending do not increase in the treatment group as
respondents are unwilling to redirect education funding from students from more advantaged
backgrounds, which similarly perform below expectations.

In the context of redistributive education spending, respondents may be uncertain about
whether increased governmental education spending on the education for disadvantaged
students might involve a reduction in resources allocated to more advantaged students. As
respondents are exposed to information which increases concerns about the level of atten-
dance rates - particularly among students from less advantaged backgrounds, but to a lesser
degree also among students from more advantaged backgrounds - their tendency to support
increased redistributive education spending may be less stable. This stands in contrast to
the transparency exhibited in charitable donations, where funds are distinctly sourced from
the respondents’ individual accounts and seamlessly channeled to the designated cause,
leaving no ambiguity about the funds’ origins or potential trade-offs. Upon learning about
the inequality in educational outcomes by parental background, respondents may display a
higher willingness to contribute to charities that address the needs of less advantaged stu-
dents. Nevertheless, this increased disposition towards charitable giving does not necessarily
translate to a parallel support of altering the existing funding allocation formula.

4.6.2 Role of Academic Achievement

Second, we examine how respondents view the role of academic achievement in determin-
ing academic-track school attendance rates of students from different backgrounds. In a
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meritocratic school system, a common expectation is that educational success, including
attendance of an academic-track school, should depend on ability and academic achievement
rather than on circumstances or effort directly. Therefore, respondents could expect that
more advantaged children are more likely to attend academic-track schools because they are
better in school, and that the resulting SES gap in academic-track attendance purely reflects
higher academic achievement of students from more advantaged parental backgrounds. Al-
ternatively, respondents might perceive differences in attendance rates to reflect parental
preferences for vocational education (Lergetporer et al.,[2021) or behavioral, informational or
institutional barriers.

In order to understand respondents’ perceptions of these two mechanisms, we extend our
experimental framework by providing a third experimental group with an extended infor-
mation treatment. Respondents in this group receive the same information as the main
treatment group (see section[4.4.2), but in addition receive information on the residual SES
gap in academic-track school attendance after controlling for students’ academic achieve-
ment, which is equal to 16 percentage points (see Appendix[A4.1). This extended treatment
allows us to investigate to what extent perceived differences in academic achievement drive
any treatment effects of information provision on our outcome measures. If respondents
assume that the SES gap in academic-track attendance rates is primarily driven by differ-
ences in academic achievement (i.e., if they underestimate the residual SES gap), receiving
information on the residual SES gap could prompt respondents to think that students from
different backgrounds do not differ as much as expected in terms of their academic achieve-
ment. In that case, the extended treatment likely yields larger treatment effects than the
shorter treatment as respondents receive a downward shock on the perceived importance
of academic achievement for academic-track attendance rates. Conversely, if respondents
assume differences in academic achievement between groups to be small, the information
that the difference in attendance rates conditional on achievement is 16 percentage points
might lead respondents to conclude that a larger proportion of the gap than anticipated
can be attributed to differences in academic achievement which might limit their view that
circumstances are the most decisive factor and treatment effects might be smaller.

As it turns out, treatment effects on the perceived role of circumstances of the extended
information treatment are smaller than those of the shorter treatment that does not include
information on the conditional gap in academic-track attendance rates (see Appendix Table
[A4.6). This suggests that respondents underestimate differences in academic achievement
for students from different parental backgrounds if this information is not included. The
difference between the two treatment effects on the perceived role of circumstances for a
high educational degree is statistically significant (Appendix Table[A4.6] column 1).

Interestingly, treatment effects of the second treatment on the average amount of donated
tokens (2.9 tokens) are not significantly different between the two treatments, even though
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the point estimate is slightly lower (column 3)E‘] This suggests that respondents’ concern for
the levels of academic-track school attendance of students from less advantaged backgrounds
(see section[4.6.1) is not diminished by information on differences in academic achievement
between groups. This would be in line with the interpretation that respondents do not reduce
their support for targeted spending benefiting students from less advantaged backgrounds if
they receive information that academic achievement differences are larger than expected.

Next, we study treatment effects on the stated importance of different aspects related to the
transition from primary to secondary schools. We ask respondents to rate how important the
following five aspects are to determine whether a student transitions to an academic-track
school on a five-point scale from “very important” to “very unimportant”: (i) “educational
attainment of parents”, (i) “financial situation of parents”, (iii) “effort and diligence of students”,
(iv) “talent of students”, and (v) “preferences of students and parents”. We discuss effects on
these factors in turn.

In the control group, 62.5 percent of respondents state that the educational background of
parentsisvery or ratherimportant for the transition to the highest academic-track schools, and
55.7 percent express the same sentiment for the financial situation of parents. Regressing the
importance of the different aspects on the treatment indicator reveals that information about
the extent of inequality in academic-track attendance rates by parental background increases
theimportance that respondents assign to the educational background and financial situation
of parents (see Table[4.6) [*| We find effect sizes of 0.1 standard deviations for both aspects.
This finding is consistent with respondents’ increased perception of external circumstances
beyond an individual’s control as the decisive factor for educational success or outcomes.

For the third item, the importance of effort, a very high share of respondents in the control
group of 93.3 percent thinks that effort and diligence of students isimportant for the transition
from primary to secondary school. Interestingly, respondents’ stated importance of students’
effort and diligence is hardly affected by the information treatment, suggesting that respon-
dents do not revise their view on the importance of effort when they update their beliefs
about the importance of individual circumstances. Thus, while respondents were less likely to
believe that effort rather than external circumstances was the decisive factor for determining
educational success, this result suggests that they might continue to regard it as a necessary
precondition. Only half of the control group respondents consider the preferences of students
and parents as important for the transition from primary to secondary schools while 90.7
percent think that students’ talent isimportant. We do not find effects of information provision
on the perceived importance of students’ talent or students’ and parents’ preferences for
an academic-track school, suggesting that respondents do not update their perceptions of
parental preferences when receiving the information treatment.

14 In line with the findings on the main treatment effect, we do not find a treatment effect on preferences for
redistribution (column 4).
15 For the regressions, we z-standardize the five-point scale outcomes.
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Taken together, results on the perceived importance of different aspects suggest that treated
respondents especially change their view towards the importance of external circumstances,
i.e., parental education and financial situation, for determining students’ track choice at the
transition from primary to secondary school. Thus, our finding that a larger share of respon-
dents in the treatment group states that external circumstances rather than effort determine
educational outcomes seems to be driven by an increase in the perceived role of circum-
stances, rather than a decrease in the perceived importance of effort. This observation also
corroborates the interpretation that donation behavior is driven by an increased perception of
respondents that there exist more institutional barriers to academic-track school attendance
than expected, that cannot be overcome with students’ effort alone.

4.6.3 Policy Effectiveness and Heterogeneity of Treatment Effects

Lastly, we investigate whether our patterns of results, in particular the absence of treatment
effects on support for redistributive education spending, is driven by offsetting effects in
particular subgroups or concerns regarding the political processFﬂ

First, we explore whether doubts about policy effectiveness can explain our limited treatment
effects on policy preferences. Suppose respondents believe that targeted support by charities
can support less advantaged students, while public redistributive education spending is
not suitable to foster equality of opportunity. In that case, information provision about
the extent of inequality in academic-track attendance rates by parental background may
induce respondents to increase private donations, but may not change their preferences
for redistributive education spending by the government as elicited in our specific policy
question.

To test this hypothesis, we asked a subset of respondents whether, in their opinion, a variety
of potential policy interventions are suitable to foster equality of opportunity. Appendix
Figure[A4.5|reveals that the vast majority of respondents (84.2 percent) states that increasing
governmental expenditure to schools mostly serving children from a disadvantaged family
background is very or rather suitable to decrease educational inequality in Germany (Panel A).
In fact, this share is among the highest when compared to other policy proposals frequently
discussed in the context of reducing educational inequality in the German public debate.
Therefore, we conclude that a perceived ineffectiveness of public targeted spending to achieve
the policy goal is an unlikely driver of our results.

Similarly, treatment effects could be limited if respondents expect increased education spend-
ing to jeopardize other important goals of education policy. In particular, respondents may

16 |n the pre-registration for this experiment, we committed to performing heterogeneity by prior beliefs, respon-
dents’ own educational attainment, and respondents’ trust in government. This section additionally reports
explorative results on political ideology. The analysis of prior beliefs shows that differences in treatment effects
between over-estimators, under-estimators, and those whose guesses are roughly correct are not statistically
significant, although sizes of point estimates are non-negligible (results available on request).
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perceive a trade-off between increasing equality and increasing efficiency of the education
system. We do not find evidence of this belief in our sample: as Appendix Figure[A4.5|reveals,
the vast majority (80.8 percent) states that increased governmental spending for schools is
also very suitable to increase the performance of the German education system (Panel B).

Next, we explore the role of respondents’ socio-demographic characteristics. Respondents’
perception of the role of circumstances and effort in achieving educational success might be
partly based on their personal experience in the education system. For example, respondents
who have high educational degrees might believe their success was due to their diligence
and effort. In contrast, respondents who did not obtain higher qualifications might be more
likely to attribute their failure to adverse conditions or external circumstances. Therefore,
the information might lead to asymmetric updating for respondents with different education
degrees. Appendix Table[A4.7|reports heterogeneity of the treatment effects by whether re-
spondents obtained a university entrance qualification (Abitur, which is usually obtained at
academic-track schools, see section . It turns out that for private donations, the informa-
tion effect is driven predominantly by respondents who do not have a university entrance
qualification. Treatment effects on the perception of the role of circumstances and demand
for redistributive education spending do not differ between groups. These findings are in
line with the interpretation that donation behavior is driven by the concern for the academic
school-track attendance of students from less advantaged backgrounds, and does not suggest
thatinformation updating differs between respondents with different education backgrounds.

Also, the null effect of our information treatment on support for redistributive education
spending by the government could mask important heterogeneities by respondents’ political
ideology or partisanship. Left-wing respondents may be more supportive of equal-opportunity
policies undertaken by the government. In contrast, right-wing respondents may indeed
change their views on the role of circumstances in education and preferences for private
donations but not favor additional governmental intervention (e.g., Alesina et al. (2018) on in-
formation about intergenerational mobility or Haaland and Roth (2023) on information about
racial gaps). We test this hypothesis using data on respondents’ long-term party attachment
and distinguish between the following three subgroupd’} (i) left-leaning partisans, i.e., re-
spondents who report that they support SPD, LINKE, or GRUNE, (ii) right-leaning partisans, i.e.,
respondents who report that they support CDU/CSU, FDP, or AfD and (iii) non-partisans, i.e.,
respondents who report that they have no particular long-term party attachment. Appendix
Table[A4.8]reports results on the perceived role of circumstances, private donations, and de-
mand for redistributive education spending. Columns 1,4, and 7 report information effects for
left-leaning respondents, columns 2, 5, and 8 for right-leaning respondents and the remaining
columns for respondents with no particular party attachment. The information treatment
effect on respondents’ view that mainly external circumstances rather than effort determine
educational success is stronger for left-leaning respondents than for right-leaning respondents.

17 we focus on long-term party attachment because it reflects fundamental political values instead of short-term
considerations guiding intended voting behavior.
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Similarly, treatment effects on private donations are larger, albeit not statistically significant,
for respondents with any party affiliation compared to those who are non-partisans. However,
treatment effects on preferences for governmental redistributive education spending are not
significantly different between respondents with different political ideologies, even though
left-leaning respondents report more demand for increases in redistributive education spend-
ing at baseline than right-leaning respondents and non-partisans (see columns 7, 8 and 9).
Overall, differences by political ideology appear too small to explain our overall pattern of
results.

A similar channel could be that some respondents do not favor increases in governmental
redistribution due to a lack of trust in the government (Kuziemko et al., 2015). Indeed, 67.9
percent of respondents report that they have little or no trust in the German government. As
it turns out, we find no evidence of significant treatment differences for the perception of the
role of circumstances and demand for redistributive education spending (see Appendix Table
[A4.9). The coefficient for the treatment dummy on private donations is substantially larger
for respondents reporting high trust in the German government but power of the subgroup
analysis is limited (see column 3, p-value = 0.09).

Overall, we find some evidence of heterogeneity on private donations, especially by respon-
dents’ own educational background, but no indication of heterogeneous treatment effects on
demand for redistributive education spending. In order to further decrease the likelihood of
undetected heterogeneous effects in subgroups that could change the interpretation of our
main findings, we implement a data-driven machine learning approach, the Causal Forest
algorithm (Breiman, 2001; Bertrand et al., 2017; Wager and Athey, 2018} Athey et al.,2019).
This approach also allows us to capture more complex, high-dimensional combinations of
covariates that might be missed otherwise (see Appendix[A4.2|for more details on the method).
Appendix Figure[A4.6)visualizes the distribution of the predicted Conditional Average Treat-
ment Effects (CATEs) on demand for redistributive education spending. Overall, the predicted
treatment effects are not indicative of treatment heterogeneity. The majority of the predicted
CATEs are between -0.10 and 0.10, which is relatively small compared to the scale from one to
five. This impression is confirmed when dividing the sample into four subgroups according
to the size of their predicted CATE and calculating the average treatment effect within these
four groups (Appendix Figure[A4.7). Appendix Table[A4.10[shows the differences between
the four groups in respondents’ characteristics. We see differences between respondents
with the lowest predicted CATE and respondents with the highest predicted CATE in most di-
mensions, although the magnitudes are often not economically important. Finally, Appendix
Table[A4.11]shows the ranking of the covariates in terms of the variable importance. The vari-
able importance captures the relative frequency with which a forest splits on the covariates
across all grown trees (Farbmacher et al.,2021). Interestingly, whether respondents hold a
university entrance qualification is one of the most important variables, even though effect
heterogeneities were confirmed to be small in Appendix Table[A4.7]
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In sum, we observe limited heterogeneity of treatment effects for the perception of the role
of circumstances and demand for redistributive education spending. Treatment effects on
private donations seem to show some heterogeneity by respondents’ own educational back-
ground. We also rule out several explanations for the muted treatment effect on respondents’
demand for redistributive education spending. Lack of trust in government, partisan biases,
doubts about policy effectiveness and own educational attainment cannot explain the differ-
ence in effects between private donations and policy preferences, leaving differences between
the transparency of the spending process for donations and education spending as a likely
explanation.

4.7 Conclusion

Educational inequality is a major concern of policymakers around the world and could play a
crucial role in determining demand for targeted spending in favor of less advantaged students.
By conducting a large-scale experiment, we study how information about academic-track
school attendance rates by parental background in Germany affects individuals’ perception
of the role of circumstances, their preferences for private donations, and their demand for
governmental redistributive education spending. The provided information consists of three
pieces: the absolute academic-track attendance rates between students from more and less
advantaged backgrounds as well as the difference in these attendance rates of those two
groups. We find that most respondents think that educational success is determined by
effort rather than external circumstances. We then show that information about academic-
track attendance rates of more and less advantaged students in Germany affects these views:
when information on attendance rates is provided, the share of respondents who believe
that success in education is determined by circumstances significantly increases. Similarly,
respondents in the treatment group increase donations to charities that provide materials and
resources to students from less advantaged backgrounds, while demand for public targeted
spending remains unchanged.

We document that respondents underestimate the academic-track school attendance rates of
students from both less and more advantaged backgrounds, which would suggest positive
effects on support for targeted spending, while they are overly pessimistic regarding the size
of the difference between groups, which might mean that information on the true gap reduces
support for less advantaged students. Our finding of positive treatment effects on donation
behavior thus suggests that respondents are predominantly concerned with the levels of
academic-track attendance in Germany, rather than with differences between different groups
of students. We also document that information retention is highest for information on the
academic-track attendance rates of less advantaged students, which suggests that this is the
piece of information respondents might find most relevant. Differences in treatment effects
for donation behavior, i.e., private targeted spending, and public redistributive spending are
in line with the interpretation that respondents support targeted spending if this funding is
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not redirected for more advantaged students or other areas of the education system. While
redistribution in the donation setting takes places between respondents themselves and
charities that support students from less advantaged backgrounds, the opportunity costs
of funds redirected through public spending formulas are less clear. Since respondents also
overestimate the educational achievements of students from more advantaged backgrounds,
this suggests they might be reluctant to support public redistributive policies upon learning
both groups’ academic-track attendance rates.

Our results speak to the political economy of education finance in Germany. Individuals
show a high willingness to support students from less-advantaged backgrounds through
private or public targeted spending, and increase their private support when they receive
information on educational outcomes of different groups of students. Whether information
on the education prospects of disadvantaged students can also create a politically feasible
pathway to more targeted education spending on a large scale remains an open question
for further research. More research is needed to explore whether transparency regarding
the source and opportunity costs of governmental spending is the missing link between
respondents’ concerns and support for targeted public spending.
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Figures and Tables

Figure 4.1: Effect of Information Treatment on Perceived Role of Circumstances

Panel A: Perceived Role of Circumstances
(High Educational Degree)

Panel B: Perceived Role of Circumstances
(High Income)

Notes: Responses to the question “Some say that success in life depends primarily on one’s own effort. Others
say that success in life depends primarily on external circumstances. In your opinion, what determines whether
one achieves the following in life? A high educational degree (Panel A); A high income (Panel B)”. Randomized
experimental treatment “information on attendance rates”: respondents informed about differences in academic-
track attendance rates by parental background. Data source: ifo Education Survey 2019.
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Figure 4.2: Distribution of Private Donations across Experimental Groups

Notes: Distribution of respondents’ private donations to charities that aim at supporting students from less
advantaged backgrounds to foster equality of opportunity (divided in eight bins) by treatment and control
group. Randomized experimental treatment “information on attendance rates”: respondents informed about
differences in academic-track attendance rates by parental background. Data source: ifo Education Survey 2019.
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