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LOBBYING: PRIVATE

INTERESTS AND PUBLIC

CONDUCT

ANDREAS POLK*

It is a basic tenet of democratic rights that those af-
fected by policies have the chance to be heard. Parti-
cipation also improves the decision-making process.
Those affected are usually specialists closer to the
issue than are generalist politicians. Well-informed
decisions are not made in ivory towers, and the will-
ingness of political actors to listen to the public is a
necessary precondition of good-decision making.
Otherwise there is a substantial risk that important
information will not be included in the decision-
making process. As a consequence unbalanced or at
worst unrealistic policies emerge.

At the same time, one of the most controversial
aspects of politics is lobbying and how private actors
can take control of the political decision-making pro-
cess. The public generally believes that influence
seeking leads to biased policies catering to the inter-
est of a few at the expense of the general public. Of-
ten this leads to the perception that certain groups
(“big business”, for example) unduly influence or
even “buy” politics. Examples abound in many coun-
tries – I will consider two recent ones from Germany.

In the year 2000, the red-green coalition of Chancel-
lor Gerhard Schröder reached an agreement with
the German nuclear power plant operators on the
phasing-out of nuclear energy production in Ger-
many. This “nuclear consensus” supposedly ended a
long-standing debate about the peaceful use of nuc-
lear power generation, which began in the 1970s and
has divided the German public for many decades. In
2009/10, the conservative coalition of Chancellor
Angela Merkel decided to end this consensus and
extend the deadline for phasing out nuclear power.

Surveys indicate that the great majority of the public
rejects this policy change. One reason seems to be
ideas about who will profit the extension: a majority
believes that the policy change benefits the four nuc-
lear power generating companies, whereas a clear
minority thinks that the lifetime extension benefits the
ordinary citizen (Infratest dimap 2010a, b).

From a lobbying perspective, the circumstances sur-
rounding the decision-making process might have
spurred the idea that the lifetime extension of nuc-
lear power plants was not justified. Aspects relating
to transparency apparently played a crucial role in
creating this impression. First, the government based
its decision on a scientific report by the Institute of
Energy Economics (EWI) at the University of
Cologne (and two others). The financial structure of
the EWI led to doubts about its scientific indepen-
dence. Important financiers of the EWI are E.ON and
RWE, which benefit greatly from the lifetime exten-
sion. The institute has never published detailed in-
formation about their financial dependency on
E.ON and RWE, not even upon request. Second, the
parliamentary process that ensued made the impres-
sion that urgent action was necessary. Leading mem-
bers of the opposition stated that crucial participato-
ry rights were ignored, that an orderly parliamentary
process did not take place and not all relevant issues
were thoroughly discussed in the parliamentary com-
mittee meetings. Third, during the debate it was re-
vealed that the government had secretly bargained
an agreement with the nuclear power industry, which
provided for the redistribution of part of the extra
profits generated by the lifetime extension to state
finances, thereby anticipating a parliamentary deci-
sion which at that time had not yet been voted on.
The existence of the agreement was made known to
the public by coincidence and only subsequently re-
vealed by the government.

These circumstances provoked numerous remarks
about politicians catering too much to lobbying in-
terests and having lost their focus on good decision
making. It was not only opposition party leaders who
accused the government of biased policies but also
representatives of the governing coalition parties
themselves. For instance, the president of the German
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parliament, who is the second highest representative
of the German state and a member of the governing
Christian Democrats Union, stated that due to gov-
ernmental pressure there was not sufficient time for
consultations, leading to a suspicion of negligence in
the parliamentary decision-making process. In his
opinion the arguments brought forward in connec-
tion with the lifetime extension were devoid of plau-
sibility. Important aspects of the law were negotiated
rather than founded in fact (FAZ.net 2010).

A second example which underscores the importance
of transparency in lobbying is the employment of
external staff members in German ministries. Initi-
ated by a former federal minister of the interior and
German companies in 2004, the “Staff Exchange Pro-
gram” is aimed at an interchange in personnel be-
tween the administration and industry in order to
gain mutual insights into their structures and proce-
dures and to “increase understanding of their concerns
and interests” (Bundesregierung 2006). This practice,
which in fact led to industry-paid staff members being
lent to ministries for several months, came to the pub-
lic’s attention in 2006.The question arose as to whether
the program serves as a means for industry to influence
law making at a very early stage of the decision-mak-
ing process. A supervisory process conducted by the
Federal Audit Office resulted in the establishment of
rules for the government: since 2008 the federal minis-
ter of the interior is obliged to annually inform a par-
liamentary committee about the staff employed and
the terms and duration of their employment. These
reports are not disclosed to the public.

These examples indicate that the institutional frame-
work within which lobbying takes place is important.
It affects substantially the welfare of the country and
the acceptance of politics by the general public. Eco-
nomics can provide a good tool to analyze the mech-
anisms underlying lobbying and how it affects wel-
fare. But the institutional framework is also impor-
tant and needs to be investigated. This puts a more
country-specific aspect in the research agenda.

Is lobbying good or bad?

The question whether lobbying is harmful or benefi-
cial is closely related to its channel of influence. First,
lobbying may occur as a kind of trade, an exchange
of benefits. In a seminal paper (Grossman and Help-
man 1994), the politician is posited as being interest-
ed in maximizing aggregate welfare, for instance be-

cause he cares for the general public or hopes to be
re-elected. He is ready to deviate from this welfare-
maximizing policy in exchange for private benefits,
i.e., money for his own or the party’s use or anything
else beneficial to him like the mobilization of swing
voters. An interest group donates these benefits in
exchange for policy deviation in line with the inter-
ests of that group.As a by-product aggregate welfare
decreases. If lobbying occurs through this channel of
influence, it is not welfare enhancing for at least two
reasons.

One reason lies within the logic of the model. With-
out special interest groups, the politician does not
face incentives to deviate from the welfare-maximiz-
ing policy. It is the existence of interest groups which
brings these incentives into play, and this does not
increase welfare. How harmful it is depends on dif-
ferent factors like the degree of organization of com-
peting interests, the ability of the politician to favor
special interests or the policy instrument at hand. If
lobbying competition is strong, it does not tend to
reduce welfare significantly.All interest groups try to
influence politics in their favor. Since all do so,
everyone is trapped in a prisoner’s dilemma paying
contributions just to avoid unfavorable policies in
case of absence. In fact, with strong competition be-
tween opposing interests, we are tempted to take a
more relaxed view of lobbying even if it involves an
exchange of benefits. The opposite applies if lobby-
ing competition is weak. Interest groups may then in-
fluence policies at low costs, resulting in effective
lobbying and reduced welfare. Next consider the
likelihood of the politician catering to special inter-
ests and the policy instrument at hand. If the politi-
cian cares a great deal about welfare, compensation
payments for policy deviations must be high. Then
lobbying is costly and less influential.That politicians
care about aggregate welfare is likely to depend on
the policy instrument and on the institutional frame-
work. Suppose the general public prefers reliable
and welfare-oriented politicians, and assume their
behavior is easily observed. For the politician align-
ment with special interests bears the risk of being
perceived as unreliable and greedy. It may also play
a role if the policy is technically difficult to under-
stand or can be communicated without difficulty. In
the latter case, transparency is high, and lobbying
tends to be less harmful.

The second reason why lobbying may be harmful, if
it is carried out as a trade, is beyond the scope of the
model. It is of no less importance and takes into ac-

CESifo DICE Report 1/2011 4

Forum



CESifo DICE Report 1/20115

Forum

count the responsibilities and duties of politicians
and bureaucrats alike. State representatives receive
their mandate from the general public, conferred
through elections or by a service commitment to the
state. They are agents on behalf of the general pub-
lic, a role which is coincidently accompanied by
power. It is not the power of a private person acting
in a private sphere, but that of an agent committed to
the tasks and duties for the best of the citizens. It is
bestowed upon the person and temporarily awarded,
but not deserved. As a result of this relationship be-
tween the agent and the general public, it is presup-
posed that personal benefits are not gained from
office and expected that dignitaries adhere to this
principle. If lobbying occurs as an exchange of pub-
lic benefits for the official’s own or the party’s bene-
fits, he violates the implicit contract between himself
as an agent and the citizen as the principal. Not only
is it detrimental to the participants of the contract, it
also involves a more general implication. Democracy
rests on participation and relies on the identification
of the citizen with government representatives. If lob-
bying exploits this relationship, identification may de-
teriorate and lead to a general disenchantment with
politics. In a worst-case scenario lobbying could un-
dermine democracy. Of course, it is impossible to leg-
islate personal integrity, but a transparent institution-
al framework will no doubt promote openness and
discourse.

This view of lobbying changes if it takes place through
its second channel of influence – the transmission of
information (Potters and van Winden 1992). Politi-
cians are generalists who rely on information which
experts provide. Since independent and reliable infor-
mation is not always available, it may be beneficial to
listen to information even though it is most likely
biased. Information transmission may occur in vastly
different forms, for instance as mass movements like
demonstrations (indicating public preferences) or as
statements, scientific reports or face-to-face commu-
nication. If the politician is able to extract the reliable
part of the content, lobbying tends to be welfare
enhancing. It reduces the risk of misaligned policies
and increases the quality of the decision-making
process.The beneficial effect tends to be stronger with
intense lobbying competition. Political institutions
should thus be open and provide fair, equal and time-
ly access to all involved groups.

Lobbying still has shortcomings even within the sec-
ond channel of influence and with open institutions.
Since Olson (1965) made his famous statement about

the group formation process, we should be skeptical
about the idea that anyone with a specific interest
will be able to formulate his view and participate in
the political process. Small groups with strong and
focused interests find it easier to overcome the free-
rider problem associated with political action than
do large groups with minimal cohesion. Thus, even if
lobbying occurs as information transmission and
tends to be welfare enhancing, issues of participation
are crucial. Underlying asymmetries in political rep-
resentation and the unequal distribution of power,
for example, are often (though not always) manifest
as business interests versus those of consumers or
environmental interests.

Institutions matter: The role of transparency

Open and transparent institutions governing influ-
ence-seeking activities promote welfare. They en-
hance the decision-making process and strengthen
the reliability of the political system. But there are
other, unresolved issues: first, even with the best pos-
sible degree of transparency, there is still the prob-
lem of the inherent asymmetry of interest represen-
tation as referred to by Olson. Second, although it is
clear that a high degree of openness and transparen-
cy is beneficial, the question of how to best imple-
ment it institutionally is not easily answered. Third,
the fact that the political system and the institutions
governing influence-seeking activities differ across
countries hamper a uniform empirical and institu-
tion-based research approach, especially for Europe.
Many contributions refer to the US, and thus the in-
sights for European countries are relatively sparse.
Institution-related research may be less attractive
for a profession which earns its spurs in internation-
al publications. However, it is of no less importance.

I would like to discuss some transparency-related is-
sues in the institutional context of Germany. Let us
examine transparency within the first channel of in-
fluence: additional incomes earned by members of
parliament (MPs). In 2005, the German parliament
made the decision to increase transparency with re-
spect to the additional incomes of its members. Ac-
cording to this rule, which came into effect in 2007
after the failure of a group of MPs to question its con-
stitutionality, every MP is required to provide a re-
port about his additional income. Any activity which
takes place outside parliament is reported as well as
the amount of income generated. There are no de-
tails given, but the amounts range from EUR 1,000



to 3,500 (step 1), EUR 3,500 to 7,000 (step 2) and
more than EUR 7,000 (step 3).Although publication
of the data increases transparency, the decision not
to break down income above EUR 7,000 appears
arbitrary and less transparent. (Nor is there a justifi-
cation for this restriction in the wording of the law.)
As it is likely that the incomes of influential MPs lie
substantially above these amounts, the law obscures
the real income situation. A higher degree of trans-
parency would be possible at very low costs.

The publication of this data has led to research with
the aim of identifying patterns of payments. (It also
reveals that, exceptions aside, most of the members did
not receive excessive outside earnings). Personal char-
acteristics of the MPs, like party affiliation, explain the
differences in activities and earnings (Mause 2009).
For instance, MPs from the Christian Democrats
Union and the Liberals engage more often in econom-
ic-related activities than members of other parties, but
they differ according to average earnings. The average
earnings of the ruling parties do not differ much and
are significantly higher compared to those of the par-
ties presently in the opposition. The question of whe-
ther these are party-specific effects or related to the
individuals in office cannot be determined, since there
are as yet no time series available.The duration of par-
liamentary membership also plays a role and is posi-
tively correlated to earnings. The extent of electoral
competition influences outside activities as well
(Beckers et al. 2009). MPs facing less political compe-
tition tend to engage in more outside activities.

We will now examine the second institutional aspect,
the creation of a lobbying register. It relates to the
second channel of influence and aims at increasing
transparency by publishing data about lobbyists and
their activities. The question is how to design an in-
stitution that allows for the publication of meaning-
ful and timely information at reasonable costs. The
existing practice, a list of registered lobbyists at the
federal parliament, does not provide useful and timely
information about lobbying activities (for instance
statements provided to politicians). At the European
level, the same applies to the creation of a transparen-
cy register, even though the Joint Working group of the
European Parliament and the European Commission
recently agreed to a draft proposal for publishing data
which also includes aggregate money expenditures.

To obtain a better understanding of the issues at
hand, timely access to relevant lobbying activities
are important. (Publication in retrospect is interest-

ing in terms of research, but less appropriate in terms
of critically monitoring good decision making and
public participation.) To a substantial extent, lobby-
ing takes place as the provision of information, often
informal and in bilateral talks. How can a lobbying
register cover these activities and be feasible? Is it
suitable to make any paper written by an interest
group available to the public? What about accessibi-
lity – information covering who meets whom? Would
it be beneficial, for example, for government mem-
bers to inform the public about who attends their
meetings? If so, who should be affected by such a
rule – just the executive branch of the government or
ordinary members of parliament as well? Successful
lobbyism not only occurs at top levels but also to a
substantial extent at the lower levels of administra-
tion. There are good reasons to make more informa-
tion available, but the details of appropriate proce-
dures are difficult to determine and require debate.

A third institutional issue also relates to the practice
of “revolving doors”. As the employment of external
staff members in German administrations indicated,
there are good reasons to believe that lending paid
staff does more harm than good, especially if the
public is not informed. If the administration needs
external expertise, it could use alternative means like
expert hearings or consulting services. This may cre-
ate costs, but employing staff who only pretend to be
objective is considerably worse. The revolving door
practices also affect the activities of officials after
their terms end. The free choice of the employer is a
basic right which former politicians and bureaucrats
enjoy as does everyone else. However, it is likely that
an official will have gained access to confidential in-
formation, such as business secrets. If a general phase-
out period is needed, what is best in terms of duration
and coverage? Institutional questions are rife with
lobbying issues. They are difficult to solve, but crucial
for the quality of the decision-making process and the
effect that lobbying may exert.

Conclusions

Lobbies, whether business or grass-root organiza-
tions, represent particular interests. Whatever strat-
egy appears best from a group’s perspective, the pub-
lic conduct of a lobbyist is likely to be that of some-
one pretending to act on behalf of the general pub-
lic. We should be critical of this, but there are good
reasons to take a more relaxed stance if lobbying is
transparent and open to all interests.
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The discussion of political institutions is country spe-
cific, but transparency plays an important role. First,
the availability of comprehensive and timely infor-
mation about who receives money from whom is
crucial. This applies both to party donations and
MP’s additional incomes. Second, there is a need for
effective rules governing the revolving door practice,
specifically the trade-off incentives for those officials
catering to special interests during their terms and
the freedom of choice after their terms have expired.
Third, there is a need to improve transparency con-
cerning who has access to whom and the information
provided to politicians. Modern communication
technology may offer a new perspective on this issue.
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THE POWER OF K STREET:
NEW RESEARCH ON THE

ECONOMICS OF LOBBYING

JORDI BLANES I VIDAL*,

MIRKO DRACA* AND

CHRISTIAN FONS-ROSEN**

Introduction

Political lobbying is as old as government. Indeed, in
the United States, lobbying is protected under the right
of petition in the First Amendment of the Constitution.
While the term originated in Britain – where it was
used to describe the cajoling of MPs in the lobbies of
the House of Commons – nowhere have lobbyists
reached a more evolved state than on “K Street” in
Washington, DC.

In this article we review new research on the econom-
ics of lobbying in the US, focusing on activity at the
Federal level. Significant improvements in data avail-
ability are promising to make this topic a new focus for
empirical political economy research in the next
decade.This promise is also enhanced by Washington’s
dynamic political environment, which offers many op-
portunities for defining novel research designs.

The comprehensive reporting of lobbying expendi-
ture first began with the passing of the 1995 Lob-
bying Disclosure Act (LDA). Since this time the US
federal lobbying industry has experienced startling
growth. Between 1998 and 2009, lobbying expendi-
tures approximately doubled, reaching USD 4 bil-
lion a year. Most recently, the Obama administra-
tion’s attempts to reform the health care and finan-
cial services industries have stimulated lobbying
spending in those sectors. In turn, these recent de-
bates on health care and financial reform have been

marked by sharp criticisms of the role of staffers-
turned-lobbyists in watering down the bills.

A secondary outcome of the LDA has been that it
has made new data available on both the organisa-
tions that spend on lobbying and on the professional
profiles of lobbyists themselves. Independent non-
partisan organisations such as the Center for Re-
sponsive Politics (CRP), the Sunlight Foundation
and Legistorm have played an important role in con-
solidating the raw data released under the LDA and
promoting its availability. So far, we can classify re-
search using this LDA-derived data into two areas:
work on the economics of legislative reform and re-
search on the professional careers of lobbyists. We
consider each of these areas in turn.

The economics of legislative reform

The 2008 financial crisis provides a good setting for
studying the links between lobbying spending and
legislative change. The IMF study by Igan, Mishra
and Tressel (2009) provides a significant contribution
here. They study the relationship between lobbying
by financial institutions and trends in mortgage lend-
ing in the period leading up to the 2008 crisis. Their
analysis has two main strands. Firstly, Igan et al.
(2009) examine whether mortgage lenders who en-
gaged heavily in lobbying also had an ex ante associ-
ation with risk-taking. The propensity for risk-taking
is measured in terms of loan-to-income ratios, pro-
portion of loans sold and mortgage loan growth rates
(i.e., credit expansion). They find that lobbying is
associated with each of these measures. In the sec-
ond strand of the analysis the authors look at lobby-
ing and the ex post performance of mortgage lend-
ers. Here they study area-level delinquency rates and
abnormal stock returns during four financial crisis
events between 2007–08. In both cases they find as-
sociations between lobbying lenders and the given
outcome variables.

Overall, the findings of Igan et al. (2009) are consis-
tent with a moral hazard story, that is, lenders pursu-
ing a strategy of rent-seeking lobbying combined
with subsequent risky lending. This could be sup-
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ported either by mechanisms such as (i) the expecta-
tion of preferential treatment by lenders in case of a
crisis (i.e., higher bailout probabilities); or a strategy
of “short-termism”. In the latter strategy lenders lob-
by to create weak regulatory environments that open
up opportunities for short-term gains based on risky
lending structures. While alternative explanations to
the moral hazard approach can be advanced (for
example, that lobbying lenders were also specialised
in riskier areas of the market) additional evidence by
Igan et al. (2009) suggests these alternatives are less
plausible. In summary then, Igan et al. (2009) pro-
vides an in-depth empirical illustration of lobbying
as a rent-seeking activity.

Other recent research in this area has focused on
campaign contributions as a measure of special inter-
est activity. The work by Mian, Sufi and Trebbi (2010)
tracks how mortgage industry campaign contributions
were associated with congressional voting behaviour
on financial bills. This pattern of contributions oc-
curred in tandem with the district-level distribution of
sub-prime borrowers – the mortgage industry target-
ed those legislators whose constituent interests lined
up with their own policy preferences. The paper by
Maheshri (2010) takes a more general look at the leg-
islative process, again using campaign contributions as
a measure of special interests but also focusing on
agenda setting. He argues that the obstruction of bills
in Congressional committees is a major engine of leg-
islative influence by special interests.

Professional careers and the “revolving door”

The movement of political staffers from roles in the
government to lucrative jobs in the lobbying indus-
try is often described as a “revolving door”.This flow
of money and staffers towards Washington’s lobby-
ing firms has led to concerns that corporations and
other organisations are able to buy influence and ac-
quire privileged access to serving politicians.

The existence of the revolving door raises several con-
cerns. Firstly, career concerns in the lobbying industry
can potentially affect the actions taken by serving gov-
ernment officials (Leaver 2009). Secondly, the pro-
spect of post-government monetary windfalls can
change the type of people that are attracted to public
service (Casselli and Morelli 2004; Besley 2005; Keane
and Merlo 2007; Matozzi and Merlo 2008; Kaiser
2009). Thirdly, the disparity of access and influence
over elected representatives creates ethical issues and

perpetuates the impression that political decision-
making is controlled by a tightly knit elite, thus under-
mining popular support for democratic institutions.

The most common criticism of former staffers is that
they are simply trading on their political connec-
tions. But lobbyists often dispute this notion. They
claim instead that their earnings reflect expertise on
policy issues and the inner workings of government
in general. In other words, they argue, it is “what you
know” not “who you know” that matters. Salisbury et
al. (1989) use a survey to argue that policy and pro-
cess knowledge are regarded by lobbyists as more
important than personal connections.

Empirically, the issue of separating the “what you
know” from the “who you know” is a challenge for
researchers. A plausible argument can be made that
former staffers would be high earners even if politi-
cal connections did not matter. The specific problem
here is separating the effects of ability and expertise
on earnings from those of acquired political connec-
tions. Generally, earnings or revenue data only allow
us to observe the effects of both factors together.

In a recent paper, Eggers (2010) provides some evi-
dence that connections to the ruling political party
are particularly valuable. In particular, he finds that
the share of total lobbying revenue pocketed by lob-
byists with political connections to the Democratic
party is higher when the Democratic party controls
Congress and the White House. For ex-staffers, this is
particularly the case in non-ideological issue areas,
whereas for ex-congressmen, the correlation between
control of government and the partisan composition
of lobbying occurs across all issue areas.

One alternative way to identify the effect of revolving
door connections is to look at the impact of a serving
politician’s exit on the lobbying revenues of his or her
former staffers. The point at which a politician leaves
office provides a window for examining the specific
role of political connections. If a politician is no longer
serving in Congress, then the political connection held
by their former staffers should be in effect obsolete.

This is because the politician in question no longer
has direct influence over legislative outcomes or the
content of congressional debates. In turn, this means
that in cases where gaining access is a goal of special
interest groups, lobbying spending will move away
from lobbyists affiliated with exiting politicians and
towards those with still current connections.



Blanes i Vidal, Draca and Fons-Rosen (2010) use this
“identification strategy” to estimate the value of po-
litical connections. They find that lobbyists suffer an
average revenue loss of over 20 percent when their
former political employer leaves Congress. In dollar
terms, this translates into USD 177,000 per year for
the typical lobbyist’s practice. Furthermore, this ef-
fect is persistent for at least three years – it seems
that it is difficult for lobbyists to offset the impact of
a lost political connection.

This impact is demonstrated in the Figure which
shows the semester-by-semester change in lobbyist
revenues for the periods before and after a senator
leaves office. The Figure shows that there is a sharp
drop in revenues in the period immediately after the
senator’s exit (more than 25 percent). Furthermore,
there is only a limited “mean reversion” over the
next five semesters.

A key concern of this approach is that their may be
“shared trends” between politicians and their former
staffers-turned-lobbyists. For example, low ability
staffers could sort towards employment with low
ability politicians whose political fortunes may be in
decline. In turn, the revenue shock observed may be
the result of an ongoing downward trend associated
with a particular politician. However, the clear dis-
continuity observed at the point of exit rules out the
presence of such trends.

Further results indicate that that proximity to power
matters for lobbyists. Specifically, the size of the rev-
enue effects increases with the importance of a po-
litician. For instance, senators are more valuable
than representatives and, even within the two cham-

bers of Congress, more senior politicians – defined in
terms of either tenure or committee status – are more
valuable than their junior counterparts. Unsurpris-
ingly, ex-staffers turned lobbyists are more likely to
exit the lobbying industry when their previous em-
ployer has left Congress.

Conclusions and future research

In the US, new data released under public disclosure
laws – in particular Lobbying Disclosure Act (LDA)
of 1995 – has facilitated the development of empiri-
cal research on lobbying and special interest politics.
Notably, non-partisan organisations like the Center
for Responsive Politics (CRP), Sunlight Foundation
and LegiStorm have done further important work
improving access and promoting usage of the data.
This data can potentially be used to provide a check
on the use of power by government officials.

Researchers now have the possibility of combining
datasets across a number of sources to search for sta-
tistical patterns such as those we find for politically
connected lobbyists. As a result, this takes public scru-
tiny to a new level. We can try to find important infor-
mation and behaviours “hidden” in the data. Hence,
one major consequence of laws such as the 1995 Dis-
closure Act is that they make independent research
and evaluation of political questions possible.

Though its focus is on Washington, the emerging re-

search agenda on lobbying and special interests is

relevant to policy-makers and regulators in other

countries. However, this is impeded by a lack of data.

For example, the type of research surveyed in this

article would not be possible in

the UK since the government sim-

ply does not demand the registra-

tion and reporting of lobbying

activity at the same level as in the

US. This has allowed lobbying in

the UK to take place as a sort of

shadow economy, as the recent

“cab-for-hire” scandal – where

Ministers were secretly recorded

selling their service – showed.

While their have been efforts to

improve disclosure in the UK,

Australia and Canada the rela-

tively long history of disclosure

in the US means it will remain

the main focus of research.
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LOBBYING VERSUS

CORRUPTION

FRANCESCO GIOVANNONI*

Lobbying and corruption – A general framework

Lobbying and corruption are important features of
many societies and political systems as they consti-
tute the main means, other than voting, through which
private citizens can influence certain parts of the
state apparatus. Yet, for all the vast literature in eco-
nomics (Grossman and Helpman 2001; Potters and
Sloof 1996; Aidt 2003) or political science (Treisman
2007) dedicated to each of these two phenomena, a
clear understanding of the similarities and differ-
ences between them seems to elude us.

A possible explanation for this is that differences be-
tween lobbying and corruption, if any, are unimportant.
Indeed, this is a view that has had some implicit back-
ing from theoretical work in economics: its most suc-
cessful model of lobbying (Grossman and Helpman
1994) could equally be a model of corruption. In it, lob-
byists influence politicians’ policy-making decisions by
providing them with resources. The model only as-
sumes that politicians care about these resources, but it
does not need to specify what they are or why politi-
cians are interested in them. In particular, these re-
sources could equally be money that politicians use to
finance their campaigns or, more simply, bribes.

A more plausible explanation, however, is simply that
for most people the difference between lobbying and
corruption lies in the fact that lobbying is a way of seek-
ing influence which is accepted within the laws of a
given country while corruption is illegal (see the discus-
sions in Lambsdorff 2002 or Begovic 2005). In trying to
understand the underlying differences between these
two phenomena, the fact that something is legal or not,
does not seem a useful distinction in itself, particularly
as different legal systems will disagree on specific exam-

ples, but it does suggest that the underlying difference
between lobbying and corruption might be in the
means used to obtain influence.1 Therefore, lobbying
might be defined as a series of activities that influence
the decision making of state representatives but which
do not provide these representatives with direct gains.
Corruption, on the other hand, consists precisely of
those activities that provide direct gains.Thus, providing
politicians with expert advice in order to influence their
vote on a specific piece of legislation will be interpreted
as lobbying while paying the same politicians to vote in
a certain way will be defined as corruption.

Useful as this distinction may be, it is still capable of
generating confusion. Going back to our previous
example of campaign contributions versus straight-
forward bribes, one could ask to what extent cam-
paign contributions really differ from bribes as they
provide politicians with a direct benefit, especially if
those politicians are really more interested in the
power provided by the offices they are elected to
than in the money.

If discriminating between lobbying and corruption by
the means they employ can sometimes generate con-
fusion (because in many cases it is not clear how dif-
ferent these means really are), another possibility is to
distinguish lobbying from corruption by the targets of
their rent-seeking activity. In recent work (Damania,
Fredriksson and Mani 2004; Campos and Giovannoni
2007 and 2008; Harstad and Svensson 2010), the dis-
tinction proposed is one where corruption is defined
as all of those rent-seeking activities directed at rule
enforcers while lobbying is rent-seeking activity di-
rected at rule makers. Of course, this distinction does
not necessarily correlate well with a distinction based
on the means employed in rent-seeking: it would be
possible, for example, to define lobbying as paying bri-
bes to politicians, which many would define as (po-
litical) corruption. The distinction proposed here is,
however, very useful for several reasons, some con-
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1 Begovic (2005), however, emphasises that there are important
consequences stemming from the fact that lobbying is legal while
corruption is not. For example, the latter will require higher trans-
action costs, or be less transparent than the former. The distinction
between what is legal and what is illegal, nevertheless, must be
determined by the underlying characteristics of the two phenome-
na, not by the source of such characteristics.
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ceptual, others that relate to the possibility of resolv-
ing substantial issues in the empirical literature on
both lobbying and corruption.

At the conceptual level, the distinction is important
because it raises a natural question: if lobbying and
corruption are both risk-seeking activities which op-
erate with different targets, are they complements
or substitutes? The argument that they should be
complements (Damania, Fredriksson and Mani 2004)
is based on the notion that lobbying is mostly direct-
ed at laws that undermine law enforcement, so as to
make corruption easier. The argument that they
should be substitutes (Harstad and Svensson 2010)
relies instead on the idea that lobbying enables the
lobbyist to change the rules, thus making corruption
redundant.

In the final section, I will discuss the empirical evi-
dence which provides some support to the notion
that lobbying and corruption are indeed substitutes.
In light of this, it is worth exploring some of the con-
sequences of these findings. In the Harstad and
Svensson (2010) framework, the choice between lob-
bying and corruption is driven by two contrasting
forces. On the one hand, corruption is inherently
cheaper because, for example, lobbying politicians
to change a given tax law can be a significantly more
expensive activity than paying bribes to a tax inspec-
tor. On the other hand, once lobbyists have succeed-
ed in influencing politicians to their advantage, they
can be confident that the law will be difficult to mod-
ify. Similarly, we can assume that a corrupt tax in-
spector will be probably be asking for another bribe
at every opportunity. In other words, lobbying will be
more expensive, but will also be more effective. The
consequence is that lobbying will tend to be chosen
over corruption by larger firms and in more devel-
oped countries. However, additional consequences
of this substitutability can be explored by taking po-
litical institutions into account.

Lobbying, corruption and political institutions

Specific political institutions, by making it more or
less difficult to pursue lobbying, will have an impact
on rent seekers’ decisions to lobby or choose corrup-
tion. This link between political institutions, lobbying
and corruption (Campos and Giovannoni 2008) is of
particular interest because it provides a new twist on
the significant literature dealing with political cor-
ruption.

One of the main issues is that the most popular mea-
sure of corruption that are used in these studies
(country-levels perception of corruption) can in-
clude both what we define as corruption but also
what we define as lobbying.2 The implication is that
in many cases these previous studies cannot really
address the question of whether political institutions
matter for lobbying and corruption. This is because
the measure of corruption utilised may not actually
capture the ability of rent seekers to influence politi-
cians but may instead be more related to lower level
corruption. If rent seeking at the political and at the
enforcement level are substitutes, then there is a sig-
nificant risk of confusing the two issues because a
particular institution which makes lobbying (or
political corruption) more difficult might actually
end up encouraging corruption at the law enforce-
ment level. This leads to another advantage of the
distinction between lobbying and corruption pro-
posed here: by focusing on the level at which rents
are being sought, it allows for predictions for the
effect that political institutions have on lobbying
and, through substitutability, on corruption.

One of the most important questions in the litera-
tures that link lobbying and corruption with political
institutions is whether the strength of the institutions
themselves impacts on lobbying or corruption. In
other words, how do the strengths and weaknesses of
the democratic process interact with lobbying and
corruption? At first, the answer to this question seems
to be straightforward: stronger democracies have
stronger checks and balances, voters are better able
to monitor what happens at the political level, re-
spect for the rule of law is stronger and so democra-
tisation should help reduce both lobbying and cor-
ruption. It is easy to see, however, that there must
be some caveats to this simple statement. In partic-
ular, one can make the argument that in the initial
phase of democratisation, corruption might be
encouraged because more democracy means less
law enforcement effectiveness. Also, democracy
might bring new forms of corruption, such as vote
buying, which would be quite unnecessary in an
autocratic regime. More generally, many have
argued (Treisman 2007; Montinola and Jackman
2002; and Sung 2004 are just three examples) that
the relationship between democratisation and cor-
ruption may be non-linear. To complicate matters
further, the aforementioned issue of what type of

2 Treisman (2007), who provides a summary of the empirical results
with regard to the relationship between political institutions and
corruption, discusses this issue.



corruption is really intended must be taken into
account. With the distinction between lobbying and
corruption as defined here, it is clear that these ar-
guments tend to have more relevance for lobbying
rather than corruption. Democratisation is more
likely to have an impact on lobbying because this is
the phenomenon where the relationship between
firms and politicians is direct and more sensitive to
democratic institutions: bureaucrats are only very
partially accountable even in the most developed
democracies, while the difference between account-
able and unaccountable politicians has an enor-
mous impact on their willingness and ability to
receive rents from firms.

Another democracy-related variable of interest here
is whether the country has a more or less indepen-
dent media. Theoretical work (Besley and Prat 2006)
has emphasised the positive effect of independent
media on the level of political corruption. Empirical
work (e.g., Brunetti and Weder 2003) finds evidence
of that relationship. Here too, however, the country-
level measures of corruption used so far do not cap-
ture the distinction between lobbying and corrup-
tion proposed in our paper. When this distinction is
made, we would expect independent media to have a
stronger negative effect on lobbying than on corrup-
tion as the former is the much more likely target for
media interest.

It is clear that many of the issues that apply to the
interaction between democratisation and lobbying/
corruption also apply to the notion of the stability
of the political system itself (Olson 1965). There is,
however, a separate notion of political stability and
that has to do with how much alternation between
political parties there is in the system. As pointed
out above with reference to the Harstad and Svens-
son (2010) framework, lobbying gains effectiveness
whenever there is less alternation because then leg-
islative commitments taken by ruling politicians are
more reliable. Della Porta (2004) makes the point
that in a system where party identification amongst
voters is low, political corruption will tend to be
higher. If these two observations are put together,
one might identify two opposing effects: a political
system where ideologies do not matter very much is
inherently more favourable to lobbying, but if we
assume (as is natural to do) that weak ideologies
will lead to frequent change in personnel, this will
lead to less lobbying, not more. Which of these ef-
fects will dominate is an issue for empirical analysis
to resolve.

One particular important class of institutions is that
of government forms. Bennedsen and Feldmann
(2002) argue that in congressional systems lobbying
is easier because policy making is made by forming
coalitions on a specific policy and lobbying might be
useful in clarifying benefits and costs to different po-
licy makers. The consequence is that it becomes eas-
ier for the policy supporters to set up a supportive
coalition. In a parliamentary system, where there is a
confidence procedure, it is much more difficult to set
up ad-hoc coalitions for different pieces of legisla-
tion and so the information that lobbies may provide
is less useful. Helpman and Persson (2001) study
how the internal organisation of parliaments affects
lobbying efforts. They argue that in (US-style) con-
gressional systems, policies tend to be more uneven-
ly distributed than in parliamentary systems and that
lobbying reinforces this effect.To the extent that one
can imagine lobbyists to be more likely to be the
winners in the process of legislative bargaining, one
can conjecture that congressional systems provide
more incentives for lobbying. Kunikova (2006) and
Persson, Roland and Tabellini (1997 and 2000) both
address the impact of an independent executive (a
president) on lobbying. The former argues that pres-
idents are not accountable to a coalition because
they cannot be removed by the legislature and be-
cause the legislature also needs their cooperation for
the policy making process. Therefore, presidents can
find it relatively easy to pursue rent-seeking activi-
ties. The latter, on the other hand, argue that checks
and balances reduce the opportunities for lobbyists
to seek special favours because i) they make it more
clear to voters who is accountable for policy-making
decisions and ii) they provide a process whereby it is
more difficult for different politicians to collude at
the general public’s expense.

Another major institutional component that has
been explored is the role of the electoral system.
There is substantial literature documenting that the
main mechanism through which electoral systems
affect lobbying opportunities is again that of political
accountability. Persson, Tabellini and Trebbi (2003)
argue that decreasing district magnitude is associat-
ed with more lobbying because as district magnitude
decreases, fewer and fewer parties can hope to chal-
lenge. This gives voters less choice and makes it har-
der to hold politicians accountable. At the same
time, closed-party lists where voters do not have a
direct choice of candidates and can only vote for a
given party also reduce accountability and make lob-
bying relatively more effective. Kunicova and Rose-
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Ackermann (2005) agree that closed-party lists are
inherently more amenable to lobbying but also ar-
gue that in majoritarian systems politics is more ad-
versarial and less consensual because of the small
number of parties and so monitoring of one side by
another is stronger. In other words, in majoritarian
systems we are less likely to see parties covering
each other’s backs and therefore we are likely to
have more accountability. Moreover, the large num-
ber of parties reduces accountability because it also
makes it more difficult to attribute responsibility to
specific parties or politicians. So, we should expect
an unambiguously positive effect of closed lists on
lobbying. Higher district magnitude (which cor-
relates highly with proportionality) is expected to
have a negative effect on lobbying if the effect
highlighted by Persson, Roland and Tabellini (2003)
dominates and a positive effect if the effect high-
lighted by Kunicova and Rose-Ackermann (2005)
dominates.

A third major institutional characteristic is the level
of (de)centralisation in a given country. The recent
literature, both theoretical and empirical, has so far
given contrasting results in analyzing the relation-
ship between federalism on the one hand, and lob-
bying and corruption on the other. Once again, one
of the main problems has been that the literature
has not taken into account the distinction between
factors that have a strong relationship with political
institutions and factors for which this relationship is
weaker because the counterparts are bureaucrats,
not politicians. This is particularly important here
because some arguments that have been put for-
ward in discussing the relationship between feder-
alism and lobbying or corruption, critically depend
on this distinction. Thus, for example, one could ar-
gue that decentralisation has a negative impact be-
cause it reduces the quality of bureaucrats. Or one
could argue that yardstick competition between dif-
ferent local entities has a positive impact. Clearly,
the first theory is more relevant to what we have
defined as corruption, which would be likely to in-
crease, while the second theory would be more rel-
evant to our notion of lobbying because politicians
are more vulnerable than bureaucrats to pressure
from voters if their locality is underperforming.
Thus, we would expect a reduced ability to lobby.
Furthermore, a decentralised system should make
lobbying more difficult because a politician’s abili-
ty to commit to certain policies is more limited
when others up and down in the hierarchy can
change things.

The evidence

We have already mentioned that Campos and Gio-
vannoni (2007) show that the effect of corruption on
lobby membership is very important and supports
the notion in Harstad and Svensson (2010) that lob-
bying and corruption are substitutes. They do this in
the context of the transition countries, so that coun-
tries at different levels of development are consid-
ered. The result that corruption and lobbying are
substitutes can be reconciled with that of Damania,
Fredericksson and Mani (2004), who suggest the oppo-
site because they are unable to capture the impact of
lobbying specifically and thus the link between politi-
cal instability and corruption they discover may not
be mediated by lobbying. In addition, Campos and
Giovannoni (2007) can take advantage of data at the
disaggregated level, while Damania, Fredericksson
and Mani (2003) utilise country level data.

Campos and Giovannoni (2008) focus primarily on
political institutions. They show that lobbying is more
likely in democratic countries, where the media are
independent and in contexts in which the overall polit-
ical process is more democratic. The opposite scenario
is true for corruption. Political instability does not
have much of an effect on lobbying but it has a posi-
tive effect on corruption. If we consider the relation-
ship between lobbying, corruption and political insti-
tutions, one of the main concerns is the impact that
forms of government have on the choices firms can
make in terms of lobbying and corruption. The evi-
dence suggests that lobbying is favoured when the
executive has fewer veto powers while corruption is
more prevalent when the executive has greater veto
powers. There is also evidence that federal or decen-
tralised states favour lobbying over corruption. In gen-
eral, lobbying seems to be more effective than corrup-
tion in pure parliamentary and presidential systems.
The reverse is true in semi-parliamentary and semi-
presidential systems. The most natural explanation for
this phenomenon is that the latter systems are inher-
ently less stable.

With respect to electoral rules, there is evidence that
systems with closed lists reduce accountability for
politicians and thus are more conducive to lobbying.
But systems with closed lists are not less conducive
to corruption. This case contradicts the hypothesis
that corruption and lobbying are substitutes. For dis-
trict magnitude, the results seem to be in line with
Persson, Tabellini and Trebbi (2003), who emphasise
the positive effect of district size on reducing lobby-



ing: these results again emphasise substitutability in

that the effect on corruption is reversed. Finally,

Campos and Giovannoni (2008) also show that firms

in their sample systematically point to lobbying as

the most effective way of exerting political influence.

Conclusions

Based on our discussion of the relationship between

lobbying and corruption, we argue that the funda-

mental difference between these two phenomena

has to do with where influence is being sought. In

particular, we think lobbying is a rent-seeking activ-

ity aimed at rule makers whereas corruption is a

rent-seeking activity aimed at rule enforcers. Our

discussion emphasises the advantages of this distinc-

tion and, in particular, the fact that thus defined, lob-

bying and corruption are substitutes. The main ad-

vantage is that by focusing on this particular feature,

it is possible to understand the relationship between

lobbying and corruption on the one hand, and polit-

ical institutions on the other.
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CAMPAIGN CONTRIBUTIONS –
WHAT DO THEY BUY AND

SHOULD THEY BE CAPPED?

THOMAS STRATMANN*

Quite predictably, stories surrounding scandals
about money in politics keep resurfacing in the
headlines of newspapers. In 2009, for example, two
peers were suspended from the House of Lords for
six months after being accused of offering favors for
cash. A Lords committee found them guilty of being
willing to change laws in exchange for cash. Another
example comes from the US, where in 2005 Represen-
tative Randy “Duke” Cunningham pled guilty to bri-
bery and resigned from office. Cunningham had sold
his house to a defense contractor for USD 1.6 million,
at which point the contractor immediately sold the
house again for a loss of USD 700,000.The transaction
was said to be payback for Cunningham, who had pre-
viously influenced the awarding of a Pentagon con-
tract in favor of the contractor. Obviously the question
arises whether these anecdotes are merely stories of a
few renegade legislators who broke campaign finance
laws, or whether these stories represent just the tip of
the iceberg of a corrupt system in which contributors
and legislators exchange money for political favors.

In the US, concern about the influence of special
interests on politics, through the vehicle of campaign
contributions, is amplified by the rapid rise in the
campaign expenditures of candidates running for of-
fice. The rising campaign expenditures are especially
noteworthy in US presidential campaigns. While
President Bill Clinton and Republican challenger
Senator Robert Dole spent USD 80 million altogeth-
er in 1996, just four years later, candidates George W.
Bush and Albert Gore spent USD 307 million cam-
paigning for the presidency. By 2004 the expenditures
of Senator John Kerry, the opponent of incumbent
Bush, amounted to more than USD 550 million and

in the 2008 election, Democrat Barack Obama and
Republican John McCain spent over USD 1.1 billion
on their election campaigns. And it is all but certain
that these record amounts will be easily surpassed in
the 2012 election.

The topic of campaign contributions and campaign
spending has received new scrutiny since the 2010 US
Supreme Court decision Citizens United v Federal

Election Commission (130 S.Ct. 876, 2010), which al-
lows corporations and unions to spend unlimited sums
on advocating the election – or the defeat – of a can-
didate.The Citizens United decision was so controver-
sial that President Obama explicitly criticized the Su-
preme Court justices about this landmark decision
during his 2010 State of the Union address.

Theory is useful in helping us examine under what
conditions political favors are granted in return for
campaign contributions (for example, Grossman and
Helpman 1994,Austen-Smith 1987, Coate 2004). How-
ever, depending on the assumptions in the models,
theory can also lead to conflicting predictions re-
garding the role of money in politics. Theoretical pre-
dictions about the effect of contributions on policy
are very sensitive to assumptions about the objec-
tives of candidates, whether their positions are im-
movable or not, to what extent the voters are ration-
al, the type of electoral competition and electoral in-
stitutions, the goals of contributors, and the role of
advertising in inducing voters to change their voting
behavior, and to what extent voters can punish can-
didates for not following their platforms.

One of the perhaps oldest lines of research in the
area of campaign contributions and special political
favors is the examination of the effect of campaign
contributions on voting behavior. Academic work
started out by analyzing the influence of campaign
contributions on policy decisions by correlating cam-
paign contributions with the voting record of legisla-
tors.This research agenda faces several challenges. One
is that of causation. Do contributions cause changes in
voting behavior or do contributions simply reflect
the policy positions held by legislators? In the latter
case, a positive correlation between contributions
and voting for the contributor’s interest merely re-* George Mason University, Fairfax.



flects that the contributor donated money to those
who have the same policy positions as the con-
tributor.

Some studies address the causation issue using instru-
mental variable methods. But both studies – those
that address the causality issue via instrumental vari-
ables and those that do not explicitly address this is-
sue – have found mixed evidence for the hypothesis
that contributions have a corruptive effect on voting
behavior in the legislature (Ansolabehere et al. 2003).
A meta analysis of a large number of studies on these
issues has found, however, that contributions influ-
ence legislative voting behavior (Stratmann 2005).

Nonetheless, the mixed findings suggest that legisla-
tive voting behavior is not primarily determined by
special interest contributions. Especially on issues
that are visible to the public and where the public
has an interest in the issue, such as abortion legisla-
tion or gun control, money has probably little influ-
ence on legislative voting behavior and especially
here, the interested parties give to those politicians
who they know will support their cause.When voters
are aware of an issue, and thus closely monitor their
representatives, contributions are unlikely to affect
anything as visible as a vote in a legislature.An effect
of money on voting behavior is more likely to be
found with issues that are not of high salience to vot-
ers. Further, it would be advisable to look at issues
where the benefits of the decision are concentrated
and costs disbursed. When the costs of decisions are
disbursed, voters face a weaker incentive to monitor
their representatives.

One way of overcoming the nagging causation issue
– that the allocation of campaign contributions may
simply reflect legislators’ positions – is to hold repre-
sentatives’ positions constant, and examine whether
they alter their vote for or against special interests
when they receive higher or lower contributions from
these interest groups. Stratmann (2002) does so by
examining votes on financial services legislation. Fi-
nancial services legislation is an issue of relatively
low salience, especially prior to the financial melt-
down in 2008, and an issue area where voters do not
necessarily closely monitor how their representative
votes. Stratmann (2002) investigated the repeal of
the Glass-Steagall Act, which separated commercial
banking from investment banking. He identified two
nearly identical bills, one from 1992 and one from
1998, to repeal this act. US House representatives had
voted on the repeal of this act in those years. Banking

interests favored the repeal of the Glass-Steagall Act,
while investment banks and insurance companies
opposed it. Between 1992 and 1998 some legislators
received an increase (or decrease) in contributions
from the special interests favoring or opposing the
repeal of the act. The results of the study show that
legislators who received an increase in banking con-
tributions from the time the first vote was cast to the
time the second vote was cast had a higher probabil-
ity of favoring banking interests on the second vote
than on the first. And representatives who received
an increase in contributions from insurance and in-
vestment bank interests were more likely to oppose
the repeal of the act in 1998 than in 1992.

But voting is only one dimension of legislative work.
Voting is studied because it is easily observable, but
also because it is the best measure of interest group
influence. Other aspects, not as easily observable as
voting, such as talking to bureaucrats, spending time
advancing the agenda of special interests behind closed
doors, and inserting specific language into bills, are
clearly important and because they are less likely to
be observed by voters, it may be in this area that mon-
ey has the largest influence on politics.

Money donated to advocate the election or defeat
of a candidate is different from contributing to the
candidate. While the winning candidate may be grate-
ful to the corporation that advocated defeat of his
opponent, a direct quid pro quo may be less likely 
if the corporation gives the money directly to the
politician.

Another approach for testing the importance of con-
tributions is to link contributions to stock market per-
formance. Scholars have started to examine the effect
of corporate campaign contributions on the fortunes
of the contributing firms. These works include an in-
teresting study by Jayachandran (2006). Using the
unexpected departure of Senator Jim Jeffords from
the Republican Party in May 2001, which resulted in
a shift in the Senate majority, Jayachandran examined
the effect of this change on the market value of firms
contributing soft money to the Republican and De-
mocratic parties. It was shown that in the week after
Jeffords left the Republican Party, firms lost 0.8 per-
cent of market capitalization for every USD 250,000
contributed to Republicans. The stock price gain to
firms with Democratic contributions was smaller,
but not statistically different in magnitude. Cooper,
Gulen and Ovtchinnikov (2010) studied stock-market
returns for companies that gave contributions and
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found that a firm’s future stock returns increased with

the number of candidates the firm supported for po-

litical office. The authors report that this effect was

particularly strong when a firm supported candidates

in its own home state, candidates in House races, and

Democratic Party candidates.

Discussions about money in politics often center on

the tension between providing information and cor-

ruption. Independent expenditures and expenditures

by candidates can provide voters with the necessary

information to cast an informed vote at the ballot

box. On the other hand, politicians may engage in an

explicit or implicit quid pro quo for contributions

received or for independent expenditures that advo-

cated their election.

According to the US Supreme Court, the main justi-

fication for capping contributions is that large con-

tributions may result in corruption. More specifical-

ly, that the incumbent will hand out favors to the

contributor. For the court, one argument that weighs

against the capping of contributions is that contribu-

tions are a form of speech, and free speech is pro-

tected by the US constitution.

Before thinking from an economic perspective about

whether contributions should be capped, it is neces-

sary to consider benefits and cost of contributions,

regardless of whether or not the constitution justifies

the capping of contributions. Campaign contribu-

tions help candidates to finance their election cam-

paigns and to advertise their positions. Thus cam-

paign spending, fueled by campaign contributions,

provides information to voters. With this informa-

tion, voters can infer which candidate is most closely

aligned with their own policy positions and subse-

quently cast appropriate votes. Having more infor-

mation may also increase turnout, and thus partici-

pation, in the election. With adequate disclosure of

who contributed to candidates, voters also receive

information about who supports the candidate, and

this may help voters to make inferences about can-

didate positions. For example, if a candidate receives

large contributions from the gun control lobby, this

may indicate that that the candidate favors gun con-

trol. Although there are some informational gains

from campaign spending, some of these gains may be

lost if voters believe that the candidate has accepted

contributions for future favors. In this case turnout

may be lower than it would be otherwise (Houser,

Morton and Stratmann 2011).

One concern regarding the capping of contributions
is that caps are an incumbent protection device. Since
incumbents have an advantage over challengers be-
cause they have the power of their office, connec-
tions and receive free press coverage, challengers
have to raise large sums to be competitive in a race.
Because of the lack of connections, challengers may
rely on only a handful of large contributors and
by capping contributions, challengers cannot raise
enough money to defeat an incumbent.

In particular, capping contributions too low may
have adverse effects. If limits were set to zero, in a
private campaign financing system, challengers
could not rely on contributors for the financing of
campaigns. While the same is true for incumbents,
they, however, have the power of their office to ad-
vertise for themselves and receive free coverage by
the media. Thus very low contribution limits could
tilt the competitive advantage more towards the in-
cumbent. In fact the US Supreme Court struck down
a Vermont law which set the contribution cap at
USD 200 per person because the court thought that
the caps were too low, potentially leading to uncom-
petitive elections because challengers cannot mount
a viable campaign.

However, the concern that low contribution limits
lead to uncompetitive elections may not be justi-
fied. A recent study for the American states exam-
ined whether contribution limits of USD 500 and
below have uncompetitive effects (Stratmann 2010).
That study showed that low limits do not have un-
competitive effects, and that states with limits of
USD 500 and below have more competitive elec-
tions in races to state assemblies relative to states
with contribution limits of USD 1,000 or higher.
Thus this study suggests that some caps can reduce
the incumbency advantage. One explanation for
this finding is that contribution caps primarily ad-
versely affect the fundraising ability of incumbents,
pulling them down closer to the fundraising capaci-
ty of challengers.

But the consequences of caps of more than that may
limit corruption and, at least over some range, re-
duce the incumbency advantage. This is because vot-
ers obtain information through campaign spending,
and campaign advertising allows voters to make a
more informed choice. Contribution caps can lead to
lower campaign spending and thus capping contribu-
tions may limit the information flow to voters, lead-
ing voters to make suboptimal choices.



Besides capping contributions, some have advocated

the capping of campaign expenditures of candidates.

The US Supreme Court, however, struck down such

expenditure limits because they considered this an

inappropriate curtailment of free speech. From an

economic perspective, expenditure limits could be ef-

ficiency-enhancing if campaign spending is a zero

sum game, and all that expenditures do is to offset

each other. However, expenditures may serve as use-

ful signals to the candidate’s ability because high

quality candidates may be able to attract more con-

tributions. Specifically, if those candidates who pro-

pose the most efficient policies receive the most con-

tributions, then by observing the size of the expendi-

tures voters are informed about which of the candi-

dates has the most efficient policies. That being said,

it should be noted that although the idea that candi-

dates with the best policies receive the most contri-

butions is interesting, this hypothesis has not yet

been tested.
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MEASURING INFORMATION

SHARING IN CREDIT

MARKETS1

CHRISTA HAINZ*

Introduction

Access to finance is an important determinant of
economic growth (Rajan and Zingales 1998; Beck,
Levine and Loayza, 2000). But it is also thought to
advance democracy and human rights, as the Nobel
Committee stated in 2006 when it awarded the No-
bel Peace Prize to Muhammad Yunus and his Gra-
meen Bank “for their efforts to create economic and
social development from below” (Nobel Prize Com-
mittee, 2006). The fact that group lending schemes,
such as that of Grameen Bank, have become so im-
portant in developing countries demonstrates that in
these countries there is market failure on the credit
market. The source of market failure is asymmetric
information between borrowers and lenders, which
makes lenders reluctant to extend credit. There are
institutions that help to overcome these problems of
asymmetric information and support a functioning
credit market.They, however, are often lacking in de-
veloping countries.

Asymmetric information on credit markets

The fundamental problem on the credit market is re-
lated to asymmetric information between borrower
and lender. The resulting problems are classified as
adverse selection, ex ante and ex post moral hazard.
Adverse selection arises because the borrowers can,
at the time they apply for a loan, better evaluate the
risks of their venture and thereby their own credit-
worthiness.After a loan is granted, the borrowers de-
cide whether to spend the loan in the way agreed

upon with the bank or not. However, since the lend-
ers cannot oversee how the borrowers deal with the

money, an ex ante moral hazard problem arises. When
the repayments are due and the borrowers have the
financial means to repay the loan, they decide wheth-
er to repay or to default strategically. Since the lend-
ers cannot determine whether the borrowers are not
able to repay or do not want to repay, there is ex post
moral hazard.

Of course, many remedies have been developed to
overcome the problems resulting from asymmetric
information by designing a particular contract struc-
ture. One of them is collateral (see, for instance, the
papers by Bester 1985; Besanko and Thakor 1987;
Boot, Thakor and Udell 1991). However, this re-
quires that the borrowers possess sufficient pledge-
able assets. All those potential borrowers that do not
have sufficient collateralizable wealth will not re-
ceive loans. This argument shows that contractual
features are not able to fully solve the problems re-
sulting from asymmetric information. Therefore, the
solution should be to at least reduce the underlying
“evil”, asymmetric information.

Through the business relationship between the bank
and the firm, the bank obtains more and more in-
sight into the borrower’s business conduct and can
better evaluate the firm’s creditworthiness (for a re-
view of the literature, see Boot 2000). Thus, a rela-
tionship reduces the degree of asymmetric informa-
tion between these two parties.At the same time, the
relationship bank is better informed about the firm
than other, so-called outside, banks are. This means
that the offers outside banks make are based on the
information asymmetry between them and the bor-
rower. However, the offer the relationship bank makes
will be influenced by the offers a borrower can find on
the market. Consequently, the relationship bank can
exploit its information advantage by demanding high-
er interest rates than it could otherwise, given the
information it possesses about the borrower – the
borrower is “held up” by the bank. Thus, to funda-
mentally improve the situation on the credit market
one must reduce asymmetric information between a
borrower and all its potential lenders.

1 I would like to thank Martin Brown for helpful discussions.
* ifo Institute for Economic Research at the University of Munich.



Information-sharing arrangements as a solution

The idea underlying information sharing it that “the
best predictor of future behaviour is past behaviour”
(Miller 2003, p. 25) In practice, it is an arrangement
by which lenders contribute information about their
customers to a common pool which is accessible to
all lenders that contribute. Economists focus on in-
formation asymmetries in credit markets but so far
have paid little attention to its institutional aspects,
which is information sharing (Miller 2003).

In the literature the effects of information sharing on
adverse selection and on moral hazard have been
studied. The first paper on the exchange of informa-
tion through private credit registries was published
by Pagano and Jappelli (1993). In an adverse selec-
tion model, the banks, which are local monopolies,
benefit from an information exchange through de-
clining default rates.The authors also show that bank
competition makes information sharing less likely
because it reduces the informational rent a bank can
extract in the “hold-up” situation. Incumbent banks
can influence the degree of market entry by their
decision to share information either on the borrow-
er type or on his performance in the past, such as
project outcomes or defaulting. In fact, banks will
choose the type of information they provide strate-
gically to deter entry (Boukaert and Degryse 2006).
For instance, for intermediate degrees of adverse se-
lection, the relationship bank can limit the scope of
entry by revealing the outcome of the first period,
but not the type of firm.

Padilla and Pagano (1997) use a moral hazard frame-
work in which banks generate rents from high quality
borrowers in the first period of a two-period lending
relationship. In this setup, the bank has an incentive to
reveal information about the firm’s type after the first
period.The reason is that banks compete more fierce-
ly in the second period if there is information sharing.
Thus, the firms receive a higher return and, therefore,
they have a stronger incentive to exert effort. This in-
creases their quality, and the rent a bank extracts in
the first period rises. In a companion paper, Padilla
and Pagano (2000) study the case where rents are
competed away ex ante. In this case, it is better to
show information only about the outcome of a project
but not the borrower type because the firms’ incen-
tives to work hard are thereby the strongest.2

The effect of information sharing can best be ob-
served in a laboratory. Brown and Zehnder (2007)
find that information sharing disciplines borrowers if
repayments are not enforceable. However, if there is
a bilateral bank relationship, information sharing has
no additional effect on the repayment behavior. Thus,
it does not perform better than relationship banking.
Kallberg and Udell (2003) use data at the firm-level
from the world’s largest private credit bureau, Dun
& Bradstreet. They show that the information from
the credit bureau has significant predictive power in
a failure prediction model and goes beyond the in-
formation contained in the firms’ financial state-
ments. More indirect evidence comes from firm- or
country-level studies that show how the presence of
information-sharing arrangements influences access
to finance. Using firm-level surveys from transition
countries, Brown, Jappelli and Pagano (2009) show
that information sharing is positively correlated with
access to credit and its perceived costs.They also find
that for access to finance accounting transparency of
the individual firm and the existence of information-
sharing arrangements are substitutes. At the country
level information sharing seems to be a substitute for
the protection of creditor rights. Similar results are
obtained in cross-country studies of aggregate cred-
it. Jappelli and Pagano (2002) demonstrate that in-
formation sharing is positively associated with bank
lending to GDP. They can also determine whether
information is about a borrower’s default, being in
arrears or includes additional information, such as
debt exposure. Both types of information seem to
influence financial intermediation positively. Djankov
et al. (2007) use a large data set for 129 countries
showing that information-sharing arrangements are
associated with a higher ratio of private credit to
GDP. They also study the effect of introducing infor-
mation-sharing arrangements and find that subse-
quently the ratio of private credit to GDP rises.

Measuring information sharing on credit markets

The Doing Business initiative of the World Bank
provides an excellent source of information for
many business regulations and also for information
sharing. For the information-sharing arrangements
Doing Business gathers these data in two steps. In a
first step, they find out whether there is a public
credit registry or a private credit information bureau
present in a country by contacting bank supervision
authorities and public information sources. If this is
the case, then in a second step, the credit registries
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and credit bureaus are surveyed with respect to their
structure and their legal basis. The information ob-
tained from the surveys is checked by the Doing
Business team (World Bank 2010).

There are two quantitative measures of information-
sharing arrangements: the private credit bureau cov-
erage and the public credit registry coverage. There
is also an indicator summarizing qualitative informa-
tion: the depth of credit information index. We use
the World Bank’s terminology to differentiate be-
tween private and public information-sharing ar-
rangements. “A private credit bureau is defined as a
private firm or nonprofit organization that maintains
a database on the creditworthiness of borrowers (per-
sons or businesses) in the financial system and facil-
itates the exchange of credit in-
ormation among banks and finan-
cial institutions. Credit investiga-
tive bureaus and credit reporting
firms that do not directly facili-
tate information exchange among
banks and other financial institu-
tions are not considered. […] A
public credit registry is defined as a
database managed by the public
sector, usually by the central bank
or the superintendent of banks,
that collects information on the
creditworthiness of borrowers (per-
sons or businesses) in the financial
system and makes it available to
financial institutions” (World Bank
2010). The information of the pub-
lic credit registries is also used by
the supervisory authorities. The
role information sharing plays in
bank supervision goes beyond the
scope of this article.

The coverage provided by either
a private credit bureau or a pub-
lic credit registry varies between
0, if a credit bureau or a credit re-
gistry is not in place, and 100.The
coverage in the Table “reports the
number of individuals and firms
listed by a private credit bureau
[or a public credit registry] with
information on repayment histo-
ry, unpaid debts or credit outstand-
ing from the past five years. The
number is expressed as a percent-
age of the adult population (the

population aged 15 and above according to the World
Bank’s World Development Indicators 2009)” (World
Bank 2010).

In addition to the quantitative indicators, there is also
the index capturing the depth of credit information. It
measures “rules affecting the scope, accessibility and
quality of credit information available through either
public or private credit registries. A score of 1 is as-
signed for each of the following six features of the
public registry or the private credit bureau (or both):
• Both positive credit information (for example,

loan amounts and pattern of on-time repayments)
and negative information (for example, late pay-
ments, number and amount of defaults and bank-
ruptcies) are distributed.

Table

Information sharing

Private credit
bureau coverage

Public credit
registry coverage 

Depth of credit
information index

2005 2010 2005 2010 2005 2010 

Austria 39.3   39.2   1.1   1.4   6 6 
Belgium 0.0   0.0   53.3   56.5 4 4 

Bulgaria 0.0   6.2   1.3   34.8 3 6 

Cyprus 0.0   0.0   0 

Czech Republic 24.9 73.1 2.1 4.9 4 5

Denmark 7.1   5.2   0.0   0.0   4 4 

Estonia 9.5   20.6   0.0   0.0   5 5 

Finland 14.8   14.7   0.0   0.0   5 5 

France 0.0   0.0   1.7   32.5 4 4 

Germany 85.6   98.3   0.6   0.8   6 6 

Greece 11.1   46.9   0.0   0.0   4 5 

Hungary 3.3   10.3   0.0   0.0   5 5 

Ireland 100.0   100.0   0.0   0.0   5 5 

Italy  57.1   77.5   7.9   12.2 6 5 

Latvia 0.0   0.0   0.6   46.5 2 5 

Lithuania 18.4   4.4   12.1 3 6 

Luxembourg 0.0   0.0   0 

Netherlands 64.5   83.5   0.0   0.0   5 5 

Poland 38.0   68.3   0.0   0.0   4 4 

Portugal 7.9   16.4   63.7   81.3 5 5 

Romania 0.0   30.2   0.4   5.7   4 5 

Slovak Republic 44.0   0.6   1.4   3 4 

Slovenia 0.0   0.0   2.5   2.7   3 2 

Spain 6.5   7.6   39.4   45.3 5 5 

Sweden 98.0   100.0   0.0   0.0   4 4 

United Kingdom 100.0   0.0   0.0   6 6 

Croatia 0.0   77.0   0.0   0.0   0 4 
Macedonia 0.0   0.6   28.1 3 4 

Norway 100.0   100.0   0.0   0.0   4 4 
Switzerland 23.3   22.5   0.0   0.0   5 5 

Turkey 30.0   42.9   3.2   15.9 5 5 

Australia 95.4   100.0   0.0   0.0   5 5 
Canada 100.0   100.0   0.0   0.0   6 6 

Japan 61.5   76.2   0.0   0.0   6 6 

New Zealand 97.8   100.0   0.0   0.0   5 5 

United States 100.0   100.0   0.0   0.0   6 6 

Empty cells: Data not available.

 Source: World Bank (2010).



• Data on both firms and individuals are distrib-
uted.

• Data from retailers, trade creditors or utility com-
panies as well as financial institutions are distrib-
uted.

• More than two years of historical data are distrib-
uted. Registries that erase data on defaults as
soon as they are repaid obtain a score of 0 for this
indicator.

• Data on loans below 1 percent of income per ca-
pita are distributed. A registry must have a mini-
mum coverage of 1 percent of the adult popula-
tion to score a 1 for this indicator.

• Regulations guarantee borrowers the right to
access their data in the largest registry in the
economy” (World Bank 2010).

Accordingly, the value of this index ranges from 0 to
6. The higher the value of the index, the more credit
information is available from the private or the pub-
lic information-sharing arrangements. In countries
without any information-sharing arrangements the
index is set at 0.3

In the Table we list the three indicators for 36 OECD
and EU countries for the years 2005 and 2010.Among
these countries seven do not have a private credit
bureau. In eight countries the whole population is
covered by a credit bureau. The other countries are
spread in between without any particular pattern.
Compared with the year 2005 the coverage of pri-
vate credit bureaus increased significantly in several
countries. In particular, in the new EU member
states in eastern Europe the credit bureaus that did
not exist before transition started in 1989 expanded
their coverage (often significantly).

The figures for public credit reg-
istry coverage are quite different
from those of the credit bureau.

In 20 out of the 36 countries a public credit registry
does not exist. There is no country in which the total
population is covered by a credit registry. Coverage
is highest in Portugal with 81.3 percent. In many
countries the coverage is at the one-digit level. This
probably reflects the fact that the threshold levels
above which loans must be reported to the credit
registry are quite high (Jappelli and Pagano 2003).
There seems to be a clear influence of legal origin
because in the Anglo-American countries no public
credit registries exist. The coverage of the public cre-
dit registries has increased relative to 2005. Again,
coverage went up in the new EU-27 member states.
But the figures for France, Italy, Portugal and Spain
are higher in 2010 than in 2005, too.

One could ask whether private credit bureaus and
public credit registries are complements or substitutes.
There is no clear answer to this question. Miller (2003)
argues that they are complements, whereas Pagano
and Jappelli (2003) that they are substitutes. Figure 1
illustrates the relationship between the two informa-
tion-sharing arrangements for our set of 36 countries.
There are some countries (Cyprus, Luxembourg, Slo-
venia) which have hardly any information sharing. In
all the other countries there is at least one form of
information sharing. In those countries that do not
have a private credit bureau a substantial fraction of
the population is covered by a public credit registry.

For the depth of credit information index most coun-
tries have a score between 4 and 6. Values below are
due to the (nearly complete) absence of information
arrangements in these countries. Those with a score
of 4 include some new EU-27 members, some Scan-
dinavian countries, Belgium, France and Portugal.
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3 The World Bank (2010) explains the
functioning of the indicator as follows:
“In Turkey, for example, both a public and
a private registry operate. Both distribute
positive and negative information (a
score of 1).The private bureau distributes
data only on individuals, but the public
registry covers firms as well as individuals
(a score of 1). The public and private reg-
istries share data among financial institu-
tions only; no data are collected from
retailers or utilities (a score of 0). The pri-
vate bureau distributes more than two
years of historical data (a score of 1). The
public registry collects data on loans of $
3,493 (44 percent of income per capita) or
more, but the private bureau collects
information on loans of any value (a
score of 1). Borrowers have the right to
access their data in both the private and
the public registry (a score of 1).”
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Except for the new EU-27 member states, which
have improved the quality of their information-shar-
ing arrangements, the values of the index are rather
stable. But how are the qualitative and quantitative
features of information-sharing arrangements relat-
ed to each other? Figure 2 captures the maximum
coverage by either the private credit bureau or the
public credit registry (x-axis) and the depth of credit
information index (y-axis).The Figure shows no rela-
tion between these two different characteristics of
information sharing.

Further improving the measurement

In contrast to many other institutional features, there
are both quantitative and qualitative indicators for
the extent of information sharing. This provides a
very good basis for research. The depth of the credit
information index summarizes six different features
of the information-sharing arrangement, including
whether positive or negative information is distrib-
uted. In the literature it has been shown that it matters
whether positive or negative information is shared.
Therefore, it would be helpful if data underlying the
depth of credit information index and how they have
changed since the start of the survey became pub-
licly available so that this information can easily be
used for research.

The Doing Business data are unique since they cover

most countries and have been available since 2005.

Previously Jappelli and Pagano (2002) made the ef-

fort to collect data on selected countries. Interesting-

ly, for some countries the Doing Business figures and

their figures diverge significantly. For instance, for

Denmark Jappelli and Pagano
(2002) report for the year 1996 a
coverage by private credit bureaus
of 50.3 percent whereas it was
only 7.1 percent in the Doing Bu-
siness database in 2005 and went
down to 5.2 percent in 2010. For
Italy, Jappelli and Pagano report
that in 1996 4.6 percent were cov-
ered by private credit bureaus
whereas it is 77.5 percent accord-
ing to the Doing Business data
for 2005. The change for Italy is
most likely due to an increase in
coverage as was shown for other
countries in our sample (see Ta-
ble). However, it is surprising that

the coverage by private credit bureaus went down
in some countries (for example, in Denmark). The
difference might be related to the way the coverage
is calculated. When more than one credit bureau
operates in a country, their coverage rates must 
be aggregated. The method used for aggregation
might differ between Jappelli and Pagano (2002)
and World Bank (2010). Thus, it would be helpful
if more details on the method of aggregation were
provided.

In order to create value, the credit bureaus/registries
must, of course, provide reliable and correct infor-
mation. Their reputation will suffer if inaccuracies
occur and data quality is poor. In emerging markets
complaints about the reliability of information are
more frequently found (for Russia, see Skogoreva
2005), but this problem is receiving more and more
attention in economies with well-developed institu-
tions as well (for the US, see Cassady and Mierzwinski
2004 or for Germany, see Bundesministerium 2009).
Due to the nature of the problem, it is difficult to meas-
ure the mistakes on a comprehensive basis. However,
there have been more and more attempts to evaluate
the degree to which data are misreported. In a very
small control sample of the biggest credit bureau in
Germany, data were missing or wrong in more than
40 percent of the cases (Bundesministerium 2009). It
would be helpful if these data were collected on an
international basis and made available for research.
One way to improve data quality is to have regula-
tions that guarantee the population the right to access
their data, which would allow them to detect mistakes
and report them. Actually, the depth of credit in-
formation index captures this regulatory provision,
which thus might serve as a proxy for data quality.
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In most of the 36 countries we look at there is some
information-sharing arrangement in place. However,
in many less developed countries, this institution is
still missing. An important piece of information about
a firm’s creditworthiness is whether it is bankrupt.
This information is made publicly available. In this
particular aspect, information-sharing arrangements
and a registry recording that a firm is bankrupt are
substitutes. In some countries the information about
bankrupt firms is accessible online and thus should
be readily available. It would be interesting to collect
more information about the way in which the fact
that a firm is bankrupt is made public as it influences
creditors and ultimately the whole credit market
(Hainz 2009).

Information-sharing arrangements and research

Information-sharing arrangements are one of the
important institutions that significantly influence the
functioning of the credit market. The availability of
qualitative and quantitative measures of informa-
tion-sharing arrangements for a large set of coun-
tries has made it possible to analyze this institution.
But not only the indicators of the information-shar-
ing arrangements are used for research. Credit bu-
reaus or registries also provide an often excellent
database for research, depending on what features
are collected about the borrower and potential indi-
vidual loans and loan applications. There are already
some important studies using data from the Spanish
public credit registry. These studies have investigat-
ed, for instance, how access to credit and the terms of
a credit contract are influenced by firm- and bank-
specific characteristics but also how macroeconomic
conditions and monetary policy influence them
(Jiménez and Saurina 2004; Jiménez et al. 2009 and
2010). Also for developing countries data from pub-
lic credit registries can be very insightful. Ioannidou
and Ongena (2010), for instance, use data from the
Bolivian credit registry to show how a bank relation-
ship influences lending conditions over time. For
Pakistan, there is evidence that Islamic loans default
less often (Baele et al. 2010).

In these examples, there is one central and public
credit registry covering a broad universe of borrow-
ers. In most OECD countries, however, there are sev-
eral firms operating private credit bureaus. It would
therefore be interesting to learn how competition
between private providers of information-sharing ar-
rangements influences the market outcome. More-

over, the factors driving the development of infor-
mation-sharing arrangements are not yet properly
understood. These questions are only two examples
of what can be investigated in future research.
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GOOD INSTITUTIONS ARE

NOT ENOUGH: ONGOING

CHALLENGES OF EASTERN

GERMAN DEVELOPMENT1

WENDY CARLIN*

The two decades following the fall of communism
have provided economists with a remarkable oppor-
tunity to study the consequences of radical changes
in economic institutions, i.e., in the rules of the game
and norms that underpin economic interaction. Tran-
sition has proved more protracted than anticipated –
a rapid catch-up by the central and eastern European
transition economies to European Union levels of
productivity has not occurred. A useful standard of
comparison is with the phase of rapid catch-up by the
southern European economies that began following
the liberalisation reforms around 1960.

Figure 1 presents PPP data on value added per em-
ployed worker, a broad measure of economy-wide la-
bour productivity. It takes France as the comparator
for two exercises: first for the catch-up of the southern
economies from 1960 and second, for the post-com-
munist catch-up from 1991. Sev-
eral points emerge from the com-
parison. First, with the exception
of Slovenia, the eastern European
countries were further behind
France in 1991 than were the south-
ern countries behind France in
1960 at the beginning of their catch-
up. Second, the southern catch-up
in the subsequent 17 years was
mostly more rapid than that in the

17 post-transition years. Third, the southern produc-
tivity catch-up had virtually stopped by 1977 – in
the subsequent 31 years, the labour productivity
gap with France scarcely changed. Against the per-
formance of its eastern European comparators,
eastern Germany’s performance was reasonably
good and its catch-up to France was similar to that
achieved by Greece from 1960 to 1977.

A substantial research effort has attempted to discov-
er why well-educated labour forces with good levels
of physical infrastructure in an era of financial global-
isation and trade integration were unable to take ad-
vantage of the apparently “low-hanging fruit” avail-
able by introducing existing technologies and to reap
the reward of rapid catch up. Much of this research
has pointed to the neglect at the outset of the transi-
tional period of market economy institutions.

The eastern German transition provides a useful
comparative case study. Unlike other transition eco-
nomies, eastern Germany acquired high quality and
credible market institutions by virtue of unification.
Yet its performance was in many ways similar to that
of its central and eastern European comparators: a
transitional recession followed by slow convergence.
eastern Germany’s experience of transition high-
lights the limited extent to which good institutions
alone can overcome 40 years of missing market ex-
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perience, especially during a period of increasingly
integrated global markets.

What was the binding constraint on catch-up?

The framework of growth diagnostics proposed by
Hausmann, Rodrik and Velasco (2006) can be used
to analyze the reasons for a slow catch-up in the
transitional period. The initial distinction is between
a situation in which the growth of private investment
and entrepreneurship are inhibited by (a) too low a
rate of return on private investment and (b) too high
a cost of finance. If there is evidence of an abun-
dance of profitable projects but the high cost of fi-
nance prevents them from being undertaken, the
question arises of whether it is poor access to inter-
national finance or poor local finance that is at fault.
In the case of poor local finance, this could be due to
weak intermediation or because of low savings.

In the left-hand side of the tree (Figure 2), the avail-
ability of finance is not binding – rather, it is the low
rate of return on investment that is the problem. This
could be because of the effect of poor complementary
factors such as unfavourable geography, inadequate
physical infrastructure or weak human capital in re-
ducing expected private returns. Alternatively, govern-
ment failures could be responsible by raising micro or
macroeconomic risk.The final branch points to market
failures and the associated lack of good projects.

It is difficult to argue that the catch-up speed of tran-
sition economies was hampered by lack of access to
finance. On the contrary, a striking feature of transi-
tion was that unlike typical developing countries, the

CEEC transition economies defied the so-called
Lucas Paradox: capital flowed to these economies
and they did not have repeated balance of payments
crises (e.g., Prasad et al. 2007). Moreover internation-
al banks largely took over local banking networks,
providing expertise and access to international capi-
tal markets. For the CEECs and eastern Germany, it
seems reasonable to presume that we are in the left-
hand part of the decision tree: the rate of return, not
the cost of or access to finance was the problem.

We can also rule out poor complementary factors –
these countries were situated contiguous to the Eu-
ropean Union market and a positive legacy of com-
munism was to leave levels of human capital and
skills, and physical infrastructure higher than those
of the market economy benchmark at similar levels
of GDP per capita (e.g., Mitra et al. 2010, chapter 5).

A large body of research literature has emerged in
the past decade arguing that it was institutional
weakness (government failure) that hampered the
rapid catch up of the CEECs (e.g., Rodrik 2006).
Effective legal systems, reliable and predictable tax
and customs administration, norms and rules to con-
trol corruption, and so on were not created over-
night. New owners had to be found for large enter-
prises and it became clear that privatisation in the
absence of adequate corporate governance failed to
lift the performance of privatised enterprises above
that of state owned ones (Estrin et al. 2009). Foreign
owned firms performed notably better than those
privatised to domestic owners.

Recent evidence suggests that political integration in

the European Union helps explain why the CEECs

defied the Lucas paradox (Fried-

rich et al. 2010).A plausible chan-

nel is that by creating expectat-

ions among foreign investors of a

commitment to institutional re-

form, political integration facili-

tated the positive role of financial

integration in promoting catch-

up. If government failure or institu-

tional weakness was a likely cause

of slow catch-ups in the CEECs, it

was prima facie less plausible as a

binding constraint in eastern Ger-

many because of the transfer of

western German institutions. East-

ern Germany is at the extreme end

of the political integration contin-
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uum. However, institutions do not only involve “rules

on the books” but also norms, and recreating market

economy norms was not immediate even in eastern

Germany. Alesina and Fuchs-Schuendeln (2007)

showed that eastern Germans continued to have dif-

ferent attitudes to state intervention than western

Germans, and argued that such differences were like-

ly to persist for another generation.

It is also possible that western German – as com-
pared with generic – market institutions were mis-
matched with the needs of the transitional eastern
German economy (e.g., Carlin 1998). The core ex-
port-oriented sector of the western German econo-
my is characterised by a number of specialised insti-
tutional arrangements involving among others unions,
employers’ associations, works councils, the commit-
ment to transferable skills training by companies,
technology transfer institutions and various state-,
quasi-state and private organisations at the federal,
Land and local level. For example, it is argued that
unions, employers’ associations and works councils
play important roles in delivering wage compression
and employer commitment to training that lie be-
hind the high-skills “equilibrium” of the western
German core economy (e.g., Hall and Soskice 2001).

The most well-known example of institutional trans-
fer to eastern Germany was the recruitment of east-
ern German workers by western German unions, and
the participation of the Treuhandanstalt in wage-set-
ting. Combined with the extension of social security
entitlements, this placed a high floor under wages.
This rendered unprofitable much of the capital
stock, producing the rapid deindustrialisation of
eastern Germany and raised the bar for the required
productivity level of new projects if they were to be
profitable. Once western German companies rapidly
revised downwards their initial expectations of ac-
cessing buoyant markets in the former Soviet bloc
via the expansion of production facilities in eastern
Germany, it proved impossible to replicate the west-
ern German core economy and its institutional con-
text in the new Bundesländer. Eastern Germany was
left with the cost burden of the wage-setting and
social security system without its micro-institutional
benefits.

The federal government was forced to step in to deal
with problems arising from the failure of the western
German model to operate in the east. Combined
with the associated fiscal burdens, this led to impor-
tant changes in policy and institutions in the Federal

Republic as a whole, culminating in the Hartz IV
welfare reforms. Nevertheless, the export-oriented
core of the western German economy retained its
self-organizing capacity (as reflected in the substan-
tial restructuring and real depreciation achieved
over the post 2000 period; Carlin and Soskice 2009).
Yet in spite of the formal transfer of institutions, the
export-oriented core did not extend its scale through
replication in eastern Germany. The experience of
eastern Germany over the past two decades was one
of institutional adaptation – most obviously in the
low membership of eastern German companies in
employers’ associations and the associated limited
coverage of collective wage agreements in eastern
Germany (Paqué 2009).

In spite of these caveats, institutional quality, in the
sense of the credibility and efficiency of the core
market economy institutions of a functioning legal
system, control of crime and corruption, and the
efficient administration of taxes and customs were
established quickly in eastern Germany. We are
therefore led to turn to the final branch in the diag-
nostic tree diagram – market failures – in order to
pin down the binding constraint on eastern
German growth.

Hausmann et al. (2006) explained the “market fail-
ure” problem in a less advanced economy as fol-
lows: “The development process is largely about
structural change: it can be characterised as one in
which an economy finds out – self-discovers – what
it can be good at, out of the many products and
processes that already exist” (p. 18). In eastern Ger-
many’s case, this problem was compounded be-
cause the floor on real wages set by the political set-
tlement (including the need to prevent mass migra-
tion to western Germany) meant it needed to “self-
discover” at a point much closer to the technology
frontier than typical for a developing or transition
country. New ideas for tradeables were required in
order to replace the old activities rendered unprof-
itable by the real exchange rate and by openness to
international competition. Opening up to interna-
tional trade and capital flows does not automatical-
ly generate knowledge of profitable niches. Self-dis-
covery is inhibited by learning and coordination ex-
ternalities. In the core of the western German econ-
omy, a complex institutional matrix promotes the
spillover of technological and marketing informa-
tion and the coordination of lumpy upstream and
downstream investments. But as noted above, this
was not reproduced in the east.
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Moreover, eastern Germany faced problems of self-
discovery even in non-tradeables. Normally in the
sheltered sector, domestic firms have the opportuni-
ty to benefit from monopolistic innovation rents. But
even in non-tradeables, the first-mover advantages
for local suppliers in eastern Germany were often
taken by western German firms – eastern German
firms immediately faced “foreign” suppliers and hence
lower profits from “innovation” in such markets.

What is the scale of the problem still faced by east-
ern Germany? The evolution of the “export base” 

Transition economies left the planning era with over-
sized industrial sectors relative to a market economy
benchmark. Eastern Germany’s rapid deindustriali-
sation following unification led it to overshoot the
market economy benchmark. One reflection of this
is its very low employment rate in industry. Figure 3
compares employment rates in industry (excluding
construction) in eastern Germany with a number of
transition economies, and with western Germany.

There is a scarcity in eastern Germany of “export-
base” jobs: these jobs are involved directly or indirect-
ly in the production of goods and services sold beyond
the region.A lagging region lacks sufficient jobs of this
kind and is characterised by dependence on the cen-
tral government to support living standards. Support
arises from benefit payments and from the financing
of government employment, where pay scales are set
nationally. In principle there are two ways to eliminate
such regional economic weakness – potential workers
move to the other region, i.e., to western Germany
and/or new jobs are created in eastern Germany.

For political reasons, it is implausible for the entire
adjustment to take place through the movement of
population, and for economic reasons, it is infeasible
for it to take place through the creation of new ex-
port base jobs. A satisfactory adjustment path would
therefore be likely to involve both processes (Row-
thorn 2000). What is an unsatisfactory outcome? An
unsatisfactory outcome is a Mezzogiorno scenario
where excess population remains in the lagging re-
gion and local economic development is too weak to
absorb it: productivity fails to converge and living
standards are sustained by federal transfers. After a
brief burst of adjustment in the 1960s, the Italian
south was characterised by the Mezzogiorno sce-
nario (Boltho et al. 1997).

Using regional data for Germany, it is possible to
make a crude calculation of the development of em-
ployment in tradeables, private non-tradeables and
the government (i.e., non-market non-tradeable)
sector. Employment in tradeables is defined by em-
ployment in agriculture, mining and manufacturing
plus “extra” employment in finance and business ser-
vices. For each year, the region in Germany with the
lowest  ratio of employment in finance and business
services to population was used to define the share
of employment in this sector that could be viewed as
non-tradeable, i.e., producing services required to
support the local population. The remainder of em-
ployment in finance and business services in each
region was defined as part of the “tradeable” sector.
Employment in the government sector was defined
as that in “public administration, defence and social
security”. The results highlight the differences in the
deployment of resources in eastern and western Ger-
many – the employment rate deficit of eastern Ger-

many is large in tradeables at
some 8 percentage points.The em-
ployment rate in private non-trade-
ables is also markedly lower in
eastern Germany.

Using 1991 as the base year, Fi-
gure 4 plots the evolution of the
working-age population and em-
ployment in eastern Germany re-
lative to Germany as a whole.The
working-age population in east-
ern Germany fell by 5 percent re-
lative to Germany over the peri-
od. The chart makes clear that
employment fell by much more.
Following the end of the con-
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struction boom (reflected in the bulge in eastern
Germany’s share of employment in private non-
tradeables), relative employment growth in both the
government and in private non-tradeables evolved
in line with relative population. This is what would
be expected since employment in non-tradeables
serves the local population. The normalisation of the
eastern German economy would involve bringing
the employment in tradeables and population lines
closer together: either by population draining from
eastern Germany and/or by rising employment in
tradeables, which would tend to stabilise the working
age population and the associated non-tradeables
employment. Given the loss of “export base” jobs in
the initial phase of the eastern German transition,
this remains a substantial task. Nevertheless, Figure
4 indicates that both adjustment processes discussed
above were present in eastern Germany from
around the year 2000.

Figure 5 presents the employment

rates in eastern and western Ger-

many for tradeables and the two

components of non-tradeables. In

western Germany the rising over-

all employment rate was driven

by private non-tradeables and a

steady rise in the employment

rate in the government sector.The

upturn in eastern Germany’s

employment rate over recent

years was the result of the re-

covery of the employment rate in

private non-tradeables to a level

similar to the peak achieved dur-

ing the post-unification construc-

tion boom, the stabilisation and

slight upturn in tradeables, and the

continued rise in the employment

rate in the government sector.

A similar exercise can be con-
ducted for each Land (Carlin
2010). The clearest contributions
to the amelioration of the region-
al problem are in Thüringen and
Sachsen where employment rates
in tradeables are rising toward
the western German norm. How-
ever, Mecklenburg-Vorpommern
appears to have the emerging
characteristics of a Mezzogiorno

region with little sign of closure of the huge employ-
ment rate gap in tradeables. It would appear that
emigration is too weak to remove the surplus labour,
and local economic development is too weak to ab-
sorb the “stayers”. The high employment rate in the
government sector in this region is consistent with
the decline of the region and its dependence on
transfers.

Although the employment rate gaps in tradeables
remain large, the achievements of eastern German
development are tangible and suggest that designat-
ing eastern Germany as a whole as trapped in a Mez-
zogiorno scenario may be premature. Nevertheless,
the challenges to creating an adequate export base
remain substantial.

Buch and Toubal (2009) provide evidence of persis-
tent differences between eastern and western
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Germany in their integration in international trade.
They show that eastern German Länder trade much
less with the rest of the world than western German
ones, had fewer parents of multinational companies
and a lower share of inward FDI. Buch and Toubal
(2009) showed that there was only a slow conver-
gence of eastern to western German levels. The meth-
odology is well-designed to show a causal effect from
lower openness to lower GDP per capita, highlight-
ing the consequences of eastern Germany’s limited
success in discovering its sources of comparative
advantage.

In the absence of policy instruments directly able to
remove the market failures inhibiting the develop-
ment of eastern Germany’s export base, real deprecia-
tion is essential. Figure 6 shows that nominal wage
restraint and more rapid hourly productivity growth
both contributed to eastern Germany’s improved

competitiveness in manufacturing since 2000. It is pro-
ductivity catch-up that made the greater contribution.
The chart also makes clear that productivity improve-
ment was accompanied by the stabilisation of hours
worked in manufacturing in eastern Germany. Money
wage growth was below but close to that in western
German manufacturing – reflecting the outcome in
wage-setting of the conflicting pressures of a persis-
tently weaker labour market in eastern Germany and
the much more rapid growth of relative productivity.

The success of eastern Germany in achieving a sub-
stantial real depreciation vis-à-vis western Germany
is all the more notable in the light of Germany’s
improved competitiveness versus other members of
the eurozone since 1999. Figure 7 shows the evolu-
tion of real exchange rates among the EU-27 coun-
tries. Germany’s real depreciation is evident both as
compared with southern European eurozone mem-

bers in the left panel and as com-
pared with central and eastern
European transition economies
in the right panel.

The difficulty of achieving lower
unit cost increases without the
help of nominal depreciation is
reflected in the cumulative com-
petitiveness gaps (and associated
widening of trade deficits) that
now exist in a number of euro-
zone countries. The adaptation of
the wage-setting system and pro-
ductivity improvements achieved
in eastern Germany are a notable
success.

Conclusions 

Eastern Germany’s experience of
transition highlights the limited
extent to which good institutions
alone can overcome 40 years of
missing market experience, espe-
cially during a period of increas-
ingly integrated global markets.
The eastern German case brings
to the fore the problem of finding
a niche in the international divi-
sion of labour. However, there
are signs of slow improvement in
eastern German performance.
For the region as a whole, it does
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not seem that the Mezzogiorno scenario is an appro-
priate characterisation.

Setting eastern Germany’s performance within a
broader context highlights the contrast between its
success in raising competitiveness and the erosion of
competitiveness among a number of southern euro-
zone members. However, the speed of catch-up of
eastern Germany is very slow and its continuation
depends on the steady growth of its small poles of
tradeables success. Given the evidence that agglom-
eration and networks are important, well-designed
industrial policy to foster investment and job cre-
ation in the nodes of development that have estab-
lished themselves is more likely to be successful than
the application of “watering can” support to the
region as a whole.

Finally, eastern German catch-up would be assisted
by a more balanced pattern of growth in western
Germany than was characteristic of the 2000s before
the global economic crisis.A shift toward growth less
reliant on net exports in western Germany associat-
ed with stronger growth of real wages, consumption
and investment would help reduce tensions and con-
straints on growth in the eurozone (where 40 percent
of Germany’s exports are sold). If the decoupling of
eastern Germany’s wage-setting system is successful-
ly maintained, the region could gain in such a sce-
nario from a further boost to its competitiveness and
from more buoyant growth of markets in Germany
and in the eurozone more broadly.
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WOMEN ON BOARDS –
EXPERIENCE FROM THE

NORWEGIAN QUOTA

REFORM

AAGOTH STORVIK*

Norway was the first country in the world to pass
legislation specifying gender representation on com-
pany boards. The Norwegian Parliament in Decem-
ber 2003 passed a new regulation that required at
least 40 percent of each gender on company boards.
The law’s aim was to create more gender equality
and to increase companies’ profitability. Especially
managers and owners in the business sector met the
law with significant resistance. In the ensuing heated
debate, they maintained that not enough willing,
competent women existed to fill the specified quota
(Teigen 2002; Cvijanovic 2009).

The law, which went into force in the beginning of
2008, has led to major changes in the gender com-
position of corporate boards. In 2002, only about 4
percent of board members were women, while in
2009, all boards had reached the goal of 40 percent
women. The law’s successful implementation is due
to its fairly tough sanctions for non-compliance.
After several warnings, legal authorities have the
power to dissolve those firms not following the rules.
Nevertheless, no firm has been dissolved as a result
of the law.

This article will look at the competence of new
female directors. This will be done in two ways. First
we shall look at formal competence, such as type and
level of education and main occupation. Secondly,
we shall see how board members themselves evalu-
ate the competence of the new women on the board,
which will provide information on both the formal
and informal aspects of qualifications. The main em-
pirical source for this article is a questionnaire sent

to all board members in public limited companies at
the beginning of 2009, one year after the reform was
implemented. In all 990 board members replied, a
reply rate of 62 percent (for more information about
the questionnaire, Heidenreich and Storvik 2010).

Background

While Norway is one of the countries with the high-
est rates of working women and the highest percent-
age of women in politics, the representation of wom-
en in positions of power in work organisations is one
of the lowest in the West. This has been named the
Norwegian paradox (Kvande 1998) and it still per-
sists. In 2002 one year prior to the law, about 4 per-
cent of top managers in the most influential compa-
nies were women (Skjeie and Teigen 2003). Parallel
statistics show the number of female managers in
similar positions in the United States to be 14 per-
cent, in the United Kingdom 17 percent and in Ger-
many 8 percent at the time (International Labour
Office 2004). The new quota regulation can be seen,
at least partly, as a reaction to the low stable level of
female managers in Norway. While it was nearly im-
possible for the government, via the law, to increase
the number of female managers in the private sector,
it was possible to target female representation on
company boards (Teigen 2008).

The new quota regulation is an amendment to the
Companies Act. It requires that both genders are re-
presented according to the following principles:

• Where there are only two or three board mem-
bers, both genders should be represented.

• Where there are four or five board members, both
genders should be represented by at least two
members each.

• Where there are six to eight board members, both
genders should be represented by at least three
members each.

• Where there are nine or more board members,
each gender should be represented by at least 40
percent each.

• These rules also apply to the election of deputy
board members.* Institute for Social Research, Oslo.



The quota regulation applies to all publicly-owned
companies and to public limited companies in the
private sector. In this way the quota regulation tar-
gets central parts of the Norwegian economy
(Storvik and Teigen 2010).A public limited company
is a company in which none of the members is per-
sonally liable for the company’s debts. This type of
company usually has many shareholders and rather
strict rules regarding the composition of the board
and the amount of share capital. The law requires
that a company registered as a public limited com-
pany is also listed on the Oslo Stock Exchange.
These companies are the elite of the Norwegian eco-
nomy. There are approximately 450 public limited
companies in Norway. The government has not yet
proposed a quota regulation for privately-owned
limited liability companies. Most of these companies
are very small family enterprises with few owners, and
the owners are themselves members of the boards.
The legal rules that applies to this type of company
are not as strict. In Norway there are 164 000 private
limited companies. In 2005, Norwegian public limited
companies averaged EUR 136 million in sales, while
private limited companies averaged EUR 2 million in
sales (2009).

The quota regulation applies to what is elsewhere
termed “the supervisory board”. In contrast to coun-
tries in central Europe, Norway has a so-called one-
tier system (Hagen 2010), which means that compa-
nies only have one board consisting of owners’ rep-
resentatives and employee-elected representatives.
Norwegian companies do not have an executive
board of managers; the company instead delegates
the task of management to one person, a general
manager (CEO).The board of directors appoints the
general manager. The general manager is responsi-
ble for the day-to-day management of the company’s
activities. However, the board still has the final re-
sponsibility for the management of the company, and
the general manager must follow the guidelines and
orders issued by the board of directors. The board of
directors ensures that the business activities are sound-
ly organized. It must be informed of the company’s
financial position and is obliged to ensure that its
activities, accounts and asset management are sub-
ject to adequate control.

When the Norwegian government introduced the
quota rule, it was unique; no other country had im-
plemented similar regulations. Since its introduction,
a diffusion process seems to be taking place. All over
Europe, the Norwegian corporate boards’ quota rule

has sparked debates about the persistent male dom-
inance in economic decision-making and about the
possibility and feasibility of adopting similar quota
arrangements (e.g., The Economist, 13 March 2010).
The Spanish government has committed itself to
achieving board representation of least 40 percent
for each gender by the year of 2015 (De Anca 2008).
Iceland has recently followed suit and will require
companies with more than 50 employees to have
board representation of least 40 percent for each
gender from 2013.1 Similar policies are also either
being implemented or intensely debated in many
countries, including the Netherlands2, France3, Swe-
den, Belgium and Germany.

Formal competence of the new female directors

How do the new female board members differ from
male board members and other female board mem-
bers who have served on boards before the reform?
It is not quite clear exactly when the reform started
to work because it was put into force step by step.
However, from 2006 the law was made mandatory
for all new companies and the already established
companies were given a transitional period of two
years. Therefore we shall consider board members
who have been at the board before 2006, i.e., more
than three years, and board members with less than
three years experience.

As Table 1 shows, the new female board members
clearly have a higher level of education than the
three other groups. Nearly twice as many of the new
female board members have six or more years of
education compared to male board members who
entered the board after the reform. If we compare
the new female board members with women who
were on the board before the reform, we see that the
newcomers also have a higher level of education.
The Table also shows that women who were on the
board before the reform also have more education
than the male board members do, but the difference
is not significant. In general, the study shows that
female board members have higher education than
men, a finding in line with studies of Hillman et al.
(2002) and Singh et al. (2008). If we compare the
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1 http://www.nikk.no/?module=Articles;action=Article.publicShow;
D=10542 (accessed Feb. 2011).
2 In December 2009, the government of the Netherlands decided
that all companies with more than 250 employees should have at
least 30 percent women on their boards. If this goal is not reached
by 2016, the company must prepare a plan to reach the goal.
Whether this can be implemented is, however, not clear.
3 http://www.toutpourlesfemmes.com/conseil/IMG/pdf/egalite-
hommes-femmes.pdf (accessed Feb. 2011).
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Norwegian directors’ level of education with their
English and French colleagues in the top 100 compa-
nies in each country (Maclean et al. 2006), we find
that the Norwegians have higher education than the
English and at least comparable education level to
the French.

Among all groups, most directors report that their
highest degree is in economics. The next most fre-
quent education is in engineering and the natural sci-
ences. This is also the main education for board
directors in the top 100 companies in France and
England, as Maclean et al. (2006) show. In our study,
more men than women have a degree in engineering
or in the natural sciences but the difference is not
large. The third most common educational back-
ground is law for both the new women and all men.
Somewhat more new women than men have this
education, and the difference is significant. If we
look at men and new women who are educated in
the social, humanities or aesthetic disciplines there is
no significant difference.

As we see in Table 2, there are clear tendencies in the
educational background of board members. The new
women have more education than the other groups
do and their types of education are similar to that of
the men. We do not know anything about the educa-
tion of the men who left the board because of the
reform. However, there is no reason to believe that

the best-educated men or the
men with the most relevant edu-
cations left to make room for the
new female board members.

More of the reform women than
of the men state that their main
occupation is manager. It is not
possible to distinguish between dif-
ferent management levels in the
study, and it is likely that many
women are at a lower management
level than male board members are.
There are very few female CEOs in
Norwegian business enterprises
(Heidenreich 2009) and according
to Ahern and Dittmar (2009), the
number of CEOs on the boards has
gone down as a result of the re-
form. As Table 3 also shows, signif-
icantly more men than women re-
port that their primary occupa-
tion is owner, part owner or part-
ner. The fact that women are gen-

erally less often owners (Spilling 2002) might be
what causes this difference. If we compare the new
board women with the women who have been at the
board before the reform, we find that more of the new

Table 1 

Education level of board members (in %)

Reform
women

Pre-reform
women

New men
Pre-reform

men

Primary school/ lower
secondary school/ voca-
tional upper secondary
school

4 5 9 10 

General upper secondary
school 4 5 3 4 

Higher education, three 
years or less 13 23 17 19 

Higher education, four or
five years 40 41 52 42 

Higher education, six years
or more 40 27 19 23 

Total 100 100 100 100 

N 278 88 256 240 

Notes: Question asked: What is your highest completed education? Reform
women: 0–3 years on the board, pre-reform women: more than three years on
the board, new men: 0–3 years on the board, pre-reform men: more than
three years on the board. The difference between reform women and the
other groups is significant at the 1 percent level for the category “Higher
education, six years or more”. The difference between pre-reform women
and men is not significant for this category of education. 

  Source: Storvik (2010).

Table 2  

Fields of education of board members (in %)

Men
Reform
women

Pre-
reform
women

All

Law 8 14 8 10

Economy 50 46 58 50

Other social
sciences/human-
ities/aesthetic
disciplines

5 6 11 6

Engineering or
natural sciences

30 26  17 27

Else 8 8 5 8

Total 100 100 100 100

N 502 279 88 877

Notes: Question asked:  What type of education do
you have? In what discipline do you have your high-
est degree? Reform women with 0–3 years on the
board, pre-reform women with more than three
years on the board and men. The only difference be-
tween men and reform women significant at the
5 percent level is for the category “Law”. For the
category “Economics” there is a significant differ-
ence at the 5 percent level between reform women
and pre-reform women. There are no other signifi-
cant differences between these two groups of
women.

Source: Storvik (2010).



women choose the category “other employee” as their
main occupation.

According to Huse (2007), ownership appears as a
“qualification” for board membership. It might be ar-
guable that ownership is a form of motivation rather
than a qualification, and many owners want to be on
the board. As shown above, significantly more men
than women say that ownership is there main occupa-
tion (Table 3). In addition, many more men than wom-
en report that they or someone in their nearest family
represents owner interests in the company where they
are board members. While 35 percent of the men state
this, only 11 percent of the women do so (table not
shown). Ownership therefore appears to be a type of
“qualification” that women lack. If we look at the num-
ber of shareholders who are elected board members
and are also owners in the companies after the reform,
we find that this applies to 25 percent of the directors.
In a study carried out in 2003 before the quota reform,
Econ (2003) found that this applied to 35 percent of all
directors in this type of companies.This implies that the
number of directors with ownership interests appears
to have dropped after the reform.

Board members’ own evaluation of the new
women’s competence

How do board members themselves think that the
new women have influenced the boards work after

the reform? As we shall see, the answers to this ques-
tion also tell us about how board directors evaluate
the new women’s board competence. If the new fe-
male directors are noticeably better or less qualified,
it is likely that this also should have an impact on
board work.All board members were therefore asked
if they had experienced changes in board perfor-
mance after the reform.

As Table 4 shows, a clear majority, 48 percent, say
that they have not experienced any noticeable
change in the boards’ work after the reform. In total,
16 percent have experienced a positive change and 
6 percent have experienced a negative change. If we
weigh the group that has experienced a positive
change against the group that has experienced a
negative change, we find that the positive experiences
outweigh the negative ones. Based on the board mem-
bers’ own experiences, the reform has had overall a
slightly positive effect on the board’s work.

It is possible that companies in sectors with few fe-
male employees and few female managers have ex-
perienced the reform as more problematic than com-
panies in other sectors. Few women in the sector
might limit the pool of potential female board mem-
bers. Both Hillman et al. (2007) and Grosvold (2009)
show that a positive correlation exists between the
number of women in the sector and the number of
women board members in the sector. However the
analysis shows no connection between reform expe-
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Table 3 

Main occupation of board members (in %) 

Men
Reform
women

Pre-
reform
women

All

Board member-
ship is my main
occupation. 

15 11 9 13

Owner/part
owner/partner 39 20 27 32

Manager 43  53 62 48

Other employee 15 21 12 17

Other 6 5 4 5

Notes: Question asked: What is your main occupa-
tion? Multiple answers possible. Reform women 0–3
years on the board, pre-reform women with more
than three years on the board and men. There are 
significant differences at the 1 percent level between
men and reform women for the category “Owner,
part owner, partner” and for the category “Mana-
ger”. There is a significant difference at the 5 per-
cent level between reform women and pre-reform
women for the category “Other employee”, other-
wise there are no significant differences between
these groups of women.

Source: Storvik (2010).

Table 4 

Changes in the board’s work after the reform (in %) 

Men Women All

A positive change 12 20 16 

No noticeable
change 60 33 48 

A negative change 11 1 6 

The reform did not 
target us. 8 10 9

Other 2 3 2

Do not know 7 34 19

Total 100 100 100

N 500 366 872

Notes: Question asked: The quota reform has led
to a considerable increase in the number of women
on boards. Have you experienced changes in the 
board’s work after the reform? The difference be-
tween the group who have experienced a positive
change and the group who have experienced a ne-
gative change is significant at the level of 1 percent.
The difference between men and women who have
experienced a positive change is significant at the 
level of 1 percent.

Source: Storvik (2010).
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rience and the number of female managers in the

sector (table not shown). For nearly all sectors, we

find a positive effect of the reform.

Board members who stated that they had experi-

enced a positive change were asked what kind of po-

sitive change they had experienced (Table 5). Most

mention the introduction of new perspectives and

that more discussion takes place. Slightly fewer men-

tion that the new female board members have im-

portant areas of competence the board previously

lacked, and even fewer mention that board work has

become more pleasant. The two most seldom men-

tioned alternatives are that the reform has increased

the weight put on knowledge and analysis and that

the new female board members are particularly clev-

er. Clearly, the main positive effects of the reform

are the introduction of new perspectives and that

more discussion takes place.

Among the few board members who have experi-

enced a negative change, nearly all say that the new

female board members lack important areas of com-

petence and insight (Table 6). Nearly no one says

that more disagreement occurs or that less weight is

placed on knowledge or analysis. Very few board

members mention more discussions or more misun-

derstandings as a negative consequence. This shows

that to a large extent board members agree about

what the negative consequences of the reform are.

Viewpoints about the consequences of the quota

reform can, of course, also stem from personal inter-

ests and ideological persuasions. It is possible that

primarily the new women report these positive expe-

riences, because they see that the reform is in their

own personal interest. From Table 4 we see that

more women than men say that the reform has had

positive effects. Barely any of the women report that

the work has become heavier after the reform.

Among the men, nearly the same number have no-

ticed positive changes as those who have noticed

negative changes. This shows that mainly the women

have experienced positive effects, while for the men

the gains balance the losses.

With this perspective, it is also interesting to look at

a group of respondents who appear especially quali-

fied to have an opinion, namely the ones with four

years or more of board service. These respondents

have experienced the development from before the

reform’s implementation, when the number of wom-

en on the board was low, until spring 2009 when

40 percent of board members were female. If we first

look at the group serving before the reform, we find

that 20 percent have experienced a positive impact

and 12 percent have experienced a negative impact.

Table 5  

Improvements after the reform (in %) 

Men Women All

More pleasant atmos-
phere 39 26 32

The new female board
members are particu-
larly clever.

36 19 27

The new female board
members have impor-
tant board competence
which previously was
missing.

48 37 42

More weight is placed on
knowledge and analysis.

16 37 27

More discussion takes 
place. 62 71 67

New perspectives have 
been introduced. 77 78 78

N 61 73 135

Notes: Question asked: How do you think the board’s
work has improved after the reform? Respondents:
only those who think that board work has improved. 
Multiple answers possible. The difference between
men and women is significant at the level of 5 per-
cent for category two and four. Figures show the
actual number of respondents who have chosen the
alternatives.

Source: Storvik (2010).

Table 6 

Troublesome developments after the reform (in %) 

Men Women All

New female board
members lack important 
competence and insight

96 100 100

Less weight is put on
knowledge and analysis 15 0 15

More disagreement 2 100 12

More misunderstandings 24 16 24

Too much discussion 30 3 33

N 52 6 58

Notes: Question asked: How do you think the board’s
work has become heavier after the reform? Re-
spondents: only those who think that board work has
improved. Multiple answers possible. The difference 
between men and women is significant at 1 percent
level for category three and five. The percentage who
replied that the board’s work had worsened after the
reform is not quite identical in Tables 1 and 4. The
reason is that some respondents who were instructed
to skip this question chose not to do so and instead re-
plied. Figures indicate the actual number of respond-
ents who have chosen the alternatives.

Source: Storvik (2010).



The analysis shows that not only women who be-
came board members as a result of the reform are po-
sitive towards it. Amongst both men and women who
served on boards before the reform we find that the
number of positive experiences appears to outweigh
the number of negative experiences.

So what does this tell us about the new female direc-
tors’ competence? As we only asked respondents
who had noticed a change in the boards’ work after
the reform to elaborate what these were means that
only changes of a certain impact are reported. That
most board members have not experienced any
change in board work at all after the reform indi-
cates that the new female directors appear to be at
least approximately as competent as their predeces-
sors. It is also interesting to note that almost exactly
the same number of respondents report that the new
female board members lack important competence
and insight, as those number who say that the new
women have important board competence previous-
ly lacking. Judged on the basis of the board members
own experiences, we therefore conclude that the re-
form has not led to a noticeable decrease in the over-
all competence of the directors.

Discussion and conclusion

As stated, it was suggested prior to the reform that
there were not enough willing and competent wom-
en so sit on the boards. Judged on the basis of formal
qualification and the other directors’ evaluation of
the new women’s competence, this is not the case.
The new female board members appear to be and
are perceived as being as competent as the other
board members.

The survey indicated that in terms of formal qualifi-
cations the new women have, in general, the same
types of education and occupations as the rest of the
directors have. Furthermore, the new women clearly
have a higher level of education. This might indicate
that the competence on the boards has in fact in-
creased as a result of the reform. However, it is like-
ly that the new women are managers at lower levels
that their male colleagues. As mentioned before,
Ahern and Dittmar (2009) find that the number of
CEOs at the boards has gone down as a result of the
reform. Further we do not know if the new female
directors work experiences are as relevant as the
other directors. Our survey does not tell us what kind
of management experience the new female directors

have had or in what sector their work experience is
from. Earlier research has shown that female man-
agers more often than male managers are found in
administrative management positions (Kanter 1977).
In addition, Terjesen, Sealy and Singh (2009) report-
ed that female directors are more often managers
from less successful companies and tend to have had
an earlier career in public or non-profit organisa-
tions (Singh, Terjesen and Vinnicombe 2008). To be
on the safe side it is therefore best to conclude that
the formal qualification of the new female board mem-
bers indicate that they appear to be equally competent
when compared with the other board members.

If we consider the board members’ own experience
about how the boards’ work has developed after the
reform this impression is strengthened. The large ma-
jority of directors say that they have not experienced
any change in the board’s work. Among the few who
have noticed a change, more have noticed a positive
rather than a negative development. The positive ex-
perience that most directors mention includes the in-
troduction of new perspectives and increased discus-
sion. On the negative side the most mentioned expe-
rience is that the new female board members lack
important competence and insight. However, nearly
the same number who report that the new women
lack important competence say that the new female
board members have important competence previ-
ously lacking on the board. On the basis of these
findings it can be concluded that all in all the new
women are perceived as being as competent as their
predecessors.

In the 18 months prior to the quota law’s going into
force, more companies than usual changed their reg-
istration form from public limited companies to pri-
vate limited companies.This might appear to be a re-
action to the new law.As part of the research project,
we conducted telephone interviews with CEOs or
chairs for these companies (Heidenreich and Storvik
2010). The study showed that of the five hundred com-
panies which existed before 2006, only 2 percent
changed their registration form because they could
not find competent women. All in all it is thus possi-
ble to conclude that nearly all companies had no
problems finding qualified women.

The opposition against the quota proposition that
characterised Norwegian political and public debate
for close to ten years has now more or less vanished.
One important reason for this is probably that it has
proved possible to recruit a sufficient number of com-
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petent women. Furthermore, nothing indicates that
the quota policy has negatively affected the running
and profitability of firms. In consequence, the oppo-
sition seems to have disappeared. The symbolic ef-
fect of the changes in the gender composition of com-
pany boards should not be underestimated. Even
though only a small number of companies were tar-
geted by the reform, they are the largest and most in-
fluential companies in the country. The board rooms
which were previously occupied primarily by men
are currently very close to having achieved gender
balance. The long term consequences of the reform
are, however, not yet visible.
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AUTONOMY OR REGULATION

OF SCHOOLS

Most countries allow both public and private schools to
provide compulsory education. Out of the 28 OECD
countries for which data are available, four out of five
allow government-dependent and independent institu-
tions to provide such schooling. Over 70 percent of
OECD countries also report that home schooling may
be allowed.

In practice, however, most compulsory schooling is
provided by public institutions. Enrolments in govern-
ment-dependent private schools exceed 10 percent in
only seven countries – Belgium, Chile, Denmark,
France, the Netherlands, New Zealand and Spain. For
independent private schools they exceed 10 percent
only in Mexico and Portugal. Half of countries report-
ed figures for home schooling; on average, it accounts
for just 0.4 percent of total enrolments (Figure).

The autonomy of schools is examined here across
five areas (Table):

Requirement to follow standardised curriculum: At
the lower secondary level, 93 percent of OECD
countries reported a standard or partially standard-
ised curriculum in public schools. For government-
dependent private schools, the percentage was 91
percent; for independent private schools 59 percent;
and for home schooling 61 percent. The picture is
similar at the primary level.

Requirements for students to sit national exams: At
the lower secondary level, 36 percent of OECD coun-

tries had mandatory national exams for public
schools. For government-dependent private schools,
the percentage was 32 percent; for independent pri-
vate schools 30 percent; and for home schooling 
18 percent. Such exams are less prevalent at the pri-
mary level, ranging from 14 percent of OECD coun-
tries for public schools to 5 percent for families that
home school.

Promotion of religion or religious practices: The re-
ligious profile of schools is an important driver of
school choice. At the lower secondary level, 46 per-
cent of OECD countries allowed public schools to
promote religion or religious practices. But for gov-
ernment-dependent private schools, this proportion
rose to 83 percent; for independent private schools it
was 95 percent; for home schooling 83 percent. The
picture is similar at the primary level.

Employment and certification standards: With the
exception of Chile, all countries reported having em-
ployment and certification standards for personnel
working in public schools at primary level; all but
Denmark reported that this also applied to govern-
ment-dependent private schools. These standards
were less often obligatory for independent private
schools – ranging from 14 out of 20 at the lower sec-
ondary level. Of the countries that permitted home
schooling, the Czech Republic, the Slovak Republic
and Switzerland also had standards for personnel
who instructed students in the home.

Restrictions on staffing and class size: These exist in
around 70 percent of OECD countries for public
schools compared with around half for government-

dependent private schools and
around a third for independent pri-
vate schools. Only Switzerland re-
ported such restrictions for home
schooling. Restrictions were slight-
ly more prevalent for primary than
for lower secondary schools.

W. O.

Reference

OECD (2010), Highlights from Education
at a Glance 2010, Paris, 82–85.
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Table

Government regulation of schools at the lower secondary level, 2008

A standard
curriculum or

partially standard-
ised curriculum is

required

Mandatory national
examination is

required

Schools can promote
religion or religious

practices

Personnel must
meet employment
and certification

standards 

There are 
restrictions on

staffing and class 
size

P.S. G.P.S. I.P.S H. P.S. G.P.S. I.P.S H. P.S. G.P.S. I.P.S H. P.S. G.P.S. I.P.S H. P.S. G.P.S. I.P.S H.

Austria � � x � x x x x � � � � � � x x � � x x 

Belgium (Fl.) � � m a x x m a x x m a � � m a � � m a 

Belgium (Fr.) � � m a x x x x x � m a � � m a �� � m a 

Chile � � � x x x x x � � � � � � � x x x x x 

Czech Rep. � � a a x x a a � � a a � � a a m m a a 

Denmark � � � � � x x x x � � � � x x x � x x x 

England � � x x x x x x � � � � � � x x x x x x 

Finland � � a � a a a a � � a � � � a x x x a x 

France � � � � � � � x x x � a � � x x x x x x 

Germany � � m a � � m a x � m a � � m a � � m a 

Greece � a � a � a � a m a m a � a � a � a � a 

Hungary � � x x x x x x � � m a � � m a � x m a 

Iceland � � � � x x x x � � � � � � � x x x x x 

Ireland � a � a � a � a � a � a � a x a � a x a 

Italy � a � a x a � a x a � a � a � a � a � a 

Japan � a � a x a x a x a � a � a � a � a � a 

Korea � � a a x x a a x x a a � � a a � � a a 

Luxembourg � � x � � � x a � � � a � � � a � x x a 

Mexico � a � a x a x a x a x a � a � a x a x a 

Netherlands x x x x � � � � x � � a � � � a x x x a 

New Zealand � � x x x x x x � � � x � � x x x x x x 

Norway � x x � � � x x x � � � � � � x � � � x 

Poland � � � � � � � � � � � a � � � x � � � x 

Portugal � � � � � � � � � � � a � � � a � � m a 

Scotland m m x x m m x x m m � � � m � x � m x x 

Slovak Rep. � � a a x x a a � � a a � � a a � x a a 

Spain � � � a x x x a x � � a � � � a � � � a 

Sweden � � a � x x a x x x a x � � a x x x a x 

Switzerland � � � � x x x x x � � � � � � � � � � a 

United States x a x x x a x x x a � � � a m x � a x x 

P.S. = Public schools; – G.P.S. = Government-dependent private schools; – I.P.S. = Independent private schools;
H. = Homeschooling.
a = not applicable; – m = not available; – � = yes; – x = no.

Source: OECD (2010), Education at a Glance 2010, Table D5.4.



NET NEUTRALITY

Net neutrality denotes the neutral transmission of
data via the Internet, i.e., every packet of data,
regardless of its content, origin and the application
that created it, is treated the same way and the best
effort should always be made to forward it.This con-
cept is often regarded as a fundamental characteris-
tic of the Internet. However, the amount of data that
is transported via the Internet is increasing rapidly,
especially because of applications like music and vi-
deo downloads, Internet TV, and Internet telephony.
All these applications require large capacities. This
may lead to a capacity overload and delays of data
transmissions.The current technological state allows
for assigning different priorities to different data
packets. Therefore, the discussion has emerged
whether network operators should be allowed to
treat different data packets differently, e.g., time
sensitive data transmission like Internet telephony
or video streaming differently than less time sensi-
tive data transmission like e-mails. One possible sce-
nario would then be that network providers demand
a higher price for fast data transmission.

Proponents of net neutrality demand net neutrality
to be legally enforced. They claim that otherwise the
free exchange of information that makes the Inter-
net the most democratic medium is at risk. They fear
that if net neutrality is not maintained, this may lead
to a two-class system and even to censorship and
blocking of inopportune websites. Further it is ar-
gued that net neutrality ensures the innovativeness
of the Internet sector, by allowing the free transmis-
sion of content, products and services, which is of
special importance for small and new firms.

In contrast, opponents of strict net neutrality rules
are mainly network operators that make investments
to roll out broadband networks. They argue that net
neutrality allows other firms to use their network ca-
pacities extensively without compensating adequate-
ly for them. Network operators therefore claim that
they should be allowed to charge for extensive usage
and high speed transmission within their networks.
Otherwise further investments in the network infra-
structure would not be profitable and further roll out
of high speed networks would not be undertaken.

In the US there is currently a debate whether net
neutrality should be regulated by law, following a
lawsuit between the Federal Communications Com-
mission (FCC) and Comcast, the second largest net-

work operator. In October 2007, Comcast was ac-
cused of secretly deploying filtering technologies to
manage its network in order to keep some peer-to-
peer traffic from overloading its network and hence
affecting the accessing speeds of its other Internet
subscribers. The FCC deemed it unreasonable for
Comcast to discriminate against particular Internet
applications and not to disclose its practice ade-
quately to its customers and therefore ruled against
Comcast’s practices of throttling Internet traffic and
delaying peer-to-peer traffic. Comcast appealed to
the US Court of Appeals, claiming that no legally
enforceable standards or rules on the matter existed.
In April 2010 the federal appeals court ruled that the
FCC had limited power over Internet traffic under
current law. This decision allows network operators
to block or slow specific sites and charge sites to
deliver their content faster to users. In the EU in
contrast, near consensus was reached on the impor-
tance of preserving the openness of the Internet at
the public consultation held on “The Open Internet
and Net Neutrality in Europe” in 2010. The need for
further EU legislation was not seen, but expectations
were voiced that additional guidance may be needed
in the future.

Instead of imposing net neutrality by regulatory
interventions, two other means are currently pre-
ferred to ensure net neutrality: competition and trans-
parency. Competition between network providers and
free customer choice of ISP (Internet service pro-
vider) are expected to ensure net neutrality. However,
to support this process, transparency over the traffic
management practices of network operators is need-
ed. Several countries, e.g., Canada, Japan and the UK,
have understood this need and issued rulings that re-
quire network operators to disclose all network man-
agement practices.

N. C.
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Table

Net neutrality

Country Previous Developments Current Situation/Discussion

Australia Volumetric pricing of internet by ISPs: In-
ternet use is currently capped and usage
above monthly plans is throttled or charged
at a pre-determined rate. It is argued that
this practice reduces incentives for ISPs to
block or throttle content unaffiliated to the
ISP or generated by users, and encourages
them to promote extra use of content from
any source.

The ACCC decided against imposing a net neutrality
ruling in 2004, arguing that enforcing certain net neu-
trality rules would negatively affect competition in the
market. To address the issue of lack of equal access to
infrastructure, the Australian government announced in
2009 that it would establish a new, government-con-
trolled entity to build, own and operate a new high speed 
national broadband network.

Canada The principle of "common carriage" requires
communication networks to provide non-dis-
criminatory treatment of data and neutral
access to other networks. This principle ori-
ginates from railways and was then also ap-
plied to telegraph and telephone networks.
The Telecommunications Act of 1993 stated:
"No Canadian carrier shall, in relation to the
provision of a telecommunications service or
the charging of a rate for it, unjustly discrim-
inate or give undue or unreasonable prefer-
ence toward any person, including itself, or
subject any person to an undue or unreason-
able disadvantage."

Although the common carriage regulation was intended
for telephone services, the principle now serves as a ba-
sis for regulation of new technologies and services, in-
cluding broadband Internet access. After several viola-
tions of the principle of net neutrality such as traffic
shaping, bandwidth throttling and blocking of websites, 
the CRTC issued an internet traffic ruling requiring
ISPs to disclose all network management practices.

EU As part of the 2009 Telecoms Reform Package, the
EU Commission committed itself to scrutinising the
open and neutral nature of the Internet and reporting on
the current state to the European Parliament and the
EU's Council of Ministers. The public consultation on
"The Open Internet and Net Neutrality in Europe" ran
for 3 months in 2010, as part of the Commission's pre-
parations for the report. There was near consensus on
the importance of preserving the openness of the in-
ternet. The need for further EU legislation was not 
seen, but it is expected that additional guidance may be 
needed in the future.

France The principle of net neutrality is not codified
in legislation but the best-effort practices
that have developed over the past several
years are chiefly the result of unwritten
rules. The current legal framework requires 
“neutrality with respect to the content of
transmitted messages”; however, this notion
pertains primarily to non-discrimination be-
tween users and provides a rather limited ba-
sis for regulatory intervention.

ARCEP believes that it is in everyone’s interest for the
principle of net neutrality to continue to exist, for tech-
nical, economic and social reasons. In September 2010,
ARCEP published ten proposals on the Internet and
network neutrality. Network neutrality can only be achieved
if Internet access is neutral with regard to the type of
content, service, application, device or the address of
the stream's origin or destination. Furthermore, trans-
parency and the monitoring of traffic management
techniques are necessary.

Germany In 2009, the coalition agreement between
the CDU, CSU and FDP stated that com-
petition currently ensures net neutrality. How-
ever, the continued development will have to
be observed closely and, if necessary, coun-
termeasures taken to preserve net neu-
trality. In March 2010, a committee of en-
quiry on the Internet and the digital society
was set up to investigate, among other
things, the current state of net neutrality.

The EU Telecoms Reform Package and the draft for
the new German telecommunication law allow for the
national regulators to define a minimum quality. This
addresses the concern that prioritisation of certain ser-
vices may significantly slow down other services. The
German regulator Bundesnetzagentur is considering
this option. It further states that discrimination is pre-
sent two service providers offering the same services
are treated differently. This kind of discrimination can
already be counteracted by the existing competition or
telecommunication law. However, different treatment
of different services, e.g., services that require a certain
quality, is not considered to be discrimination as long as
all providers of that service are treated equally and in a
transparent manner.
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(Table continued)

Country Previous Developments Current Situation/Discussion

Japan Several pre-existing conditions, such as ser-
vice- and facilities-based competition, have
created an environment in which net neu-
trality discordances are less likely to occur.
However, after a warning given by the Fair
Trade Commission in 2000 about the treat-
ment of the incumbent NTT, the MIC forced
NTT to lease out its unused fibre optic infra-
structure (“dark fibre”) at low prices to com-
petitors and to grant access to its local "last-
mile" infrastructure. Another step taken by
the MIC was to define transparency as a
guiding principle for broadband services and 
net neutrality.

Broadband internet is growing rapidly, especially as a
result of an increase in peer-to-peer file sharing, which
is affecting the speed of the network as a whole. There-
fore, traffic management practices have become an
important issue for ISPs, regulatory bodies, and the pub-
lic at large. In 2007, the MIC formulated packet-shap-
ing guidelines and ways to prevent discriminatory be-
haviour: packet shaping was deemed reasonable under
certain circumstances. In 2008, four associations of te-
lecommunications providers elaborated guidelines such
that some restriction of traffic in the case of excessive
bandwidth demand was allowed. No blocking of high-
bandwidth applications or users was permitted, how-
ever. Furthermore, ISPs should disclose all traffic shap-
ing policies to users in advance and make this informa-
tion publicly available online.

United
Kingdom

Ofcom mandated the incumbent British Te-
lecom to separate its retail internet access 
services from its wholesale arm. As a result,
since 2006, wholesale Internet has been pro-
vided by Openreach on an open access basis.
Since Openreach ensures that last-mile in-
frastructure is neutrally available to other
ISPs, there is less incentive for BT, as well as
competing ISPs, to participate in discrimi-
natory practices.

In 2010, Ofcom began examining the traffic manage-
ment practices of ISPs, as media companies had raised
concerns about net neutrality and the ISPs' traffic ma-
nagement practices. Ofcom is reluctant to undertake
any regulatory interventions, arguing that net neutrality
legislation would be harmful to investment and growth. 
Rather, Ofcom supports transparency and the responsi-
bility of consumers by giving them information about
ISPs' traffic management practices and enabling a 
straightforward process to change ISPs.

United
States

In 2005, the FCC published the Broadband 
Policy Statement which states that in order
to encourage broadband deployment and
preserve and promote the open and intercon-
nected nature of the public internet, it would 
adhere to the following pro-consumer prin-
ciples in its ongoing policymaking activities:

(a) consumers are entitled to access the law-
ful Internet content of their choice;
(b) consumers are entitled to run applica-
tions and use services of their choice, subject
to the needs of law enforcement;
(c) consumers are entitled to connect their
choice of legal devices that do not harm the
network; and 
(d) consumers are entitled to competition
among network providers, application and 
service providers, and content providers.

In October 2007 it was reported that Comcast Corpo-
ration, the largest cable television operator and the se-
cond largest ISP, secretly deployed filtering technolo-
gies to manage its network in order to keep some peer-
to-peer protocol traffic from overloading its network
and hence affecting the access speeds of its other inter-
net subscribers. The FCC deemed it unreasonable for
Comcast to discriminate against particular internet ap-
plications and not to disclose its practice adequately to
its customers. In July 2008, the FCC condemned Com-
cast’s practices of throttling Internet traffic and delay-
ing peer-to-peer traffic. However, the FCC was over-
ruled by the US Court of Appeals on the basis that cur-
rent legislation does not give authority to stop violations
of net neutrality. In December 2010 the FCC adopted
new guidelines for net neutrality that impose neutrality
also for mobile networks and transparency for network 
management.

Abbreviations: ISP: Internet Service Provider;  – ACCC: Australian Competition and Consumer Commission; – CRTC: 
Canadian Radio-television and Telecommunications Commission; – ARCEP: Autorité de régulation des communi-
cations électroniques et des postes; – NTT: Nippon Telegraph and Telephone; – MIC: Japan Ministry of Internal Affairs
and Communications; – OFCOM: Office of Communications; – FCC: Federal Communications Commission

Sources:  European Commission (2010), Europe’s, Information Society, http://ec.europa.eu/information_society/
policy/ecomm/library/public_consult/net_neutrality/index_en.htm.
FCC (2010), Statement of chairman Julius Geachowski, http://www.fcc.gov/Daily_Releases/Daily_ Business/2010/
db1223/FCC-10-201A2.pdf.
German Federal Government (2009), Growth, Education, Unity, the coalition agreement between the CDU, CSU and
FDP for the 17th legislative period, Berlin.
Larabie, C. L. (2010), “Net Neutrality and the Public Interest: A Comparative Analysis of Canada, the UK, Australia 
and Japan”, Graduate Major Research Papers and Multimedia Projects no. 7.http://digitalcommons. mcmaster.ca/
cmst_grad_research/7.
New York Times (2010), http://www.nytimes.com/2010/04/07/technology/07net.html.
OFTA Regulatory Affairs Advisory Committee (2009), “Network Neutrality”, RAAC Paper no. 2.
Wissenschaftliche Dienste des Deutschen Bundestag, Aktueller Begriff: Netzneutralität, http://www.bndestag.de/
dokumente/analysen/ 2010/Netzneutralitaet.pdf.
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DEGREE OF LIBERALISATION

AND COMPETITIVENESS OF

THE EU MEMBER STATES’
NATIONAL GAS MARKETS

In 2003 the European Commission issued a directive
(2003/55/EC) aimed to usher in an integrated, effi-
cient, competitive European gas market.All member
states were to open their gas (and electricity) mar-
kets to competition by 1 July 2007. By the end of
2008 most member countries, with the exception of
Hungary and Portugal, had opened their gas markets
(see Table). Although some liberalisation has oc-
curred since then, there is still a long way to go for

real national gas markets – not to mention a truly
pan-European one – to be in place. While some pro-
gress could be observed in terms of gas market lib-
eralisation, the concentration on wholesale gas mar-
kets is still high. According to the European Com-
mission’s 2010 benchmark report, the market share
of the three largest wholesalers is still about 90 per-
cent in 10 member states.1

One reason behind the sluggish development of the
gas markets is the presence of powerful political
forces which – loath to having their national champi-
ons lose power – resist any reforms. As a result the

Table

Competitiveness indicators of the national gas markets of the European member states

Annual Switching Rate Gas
(by volume) End-user price regulation
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Austria 100 3.30 NA 4.20 0.70 No No 0 0 4 86.00
Belgium 100 NA NA NA NA No No 0 0 4 92.00
Bulgaria 100 0.00 0.00 0.00 0.00 Yes Yes 3,334 46,187 1 89.00
Cyprus 0 NAP NAP NAP NAP No No 0 0 NAP NAP
Czech Rep. 100 NA NA NA NA No N0 0 0 2 NA
Denmark 100 16.00 NA 25.00 2.50 Yes Yes NA NA 3 NA
Estonia 100 NA NA NA NA Yes Yes 51,306 NA 2 99.00
Finland 0 NAP NAP NAP NAP No No 0 0 1 100
France 100 NA NA NA NA Yes Yes 9,940,000 473,000 2 88.00
Germany 100 4.35 6.82 6.49 2.57 No No NAP NAP 7 61.82
Great
Britain

100 NA NA NA NA No No 0 0 NA NA

Greece 90 0.00 0.00 0.00 0.00 Yes Yes 187,730 11,390 1 100
Hungary 34.04 14.20 91.30 56.30 11.80 Yes Yes 3,294,883 208,194 4 86.90
Ireland 100 NA NA NA NA Yes Yes 594,169 21,904 5 81.64
Italy 100 34.90 40.00 6.80 1.40 Yes No 17,597,115 813,686 3 85.20
Latvia NAP 0.00 0.00 0.00 0.00 No No 0 0 1 100
Lithuania 100 0.00 0.00 0.00 0.00 Yes Yes 544,400 5,710 2 100
Poland 100 0.00 0.00 0.00 0.00 Yes Yes 6,500,642 57,631 1 100
Portugal 42.99 0.00 NAP NAP NAP Yes Yes 1,082,930 4,353 0 0.00
Romania 100 NA NA NA NA Yes Yes 2,674,407 157,735 3 83.19
Slovak Rep. 100 0.00 0.00 0.00 0.00 Yes No 1,400,943 73,683 1 100
Slovenia 100 0.52 1.52 2.72 0.03 No No 0 0 2 100
Spain 100 6.00 9.00 8.00 4.10 Yes No 3,862,235 0 4 66.00
Sweden 100 NA NA NA NA No No 0 0 NA NA
Netherlands 100 NA NA NA NA Yes Yes 6,559,000 161,000 1 87.80

NA = Not available. – NAP= Not applicable.

Source: Europäische Kommission (2010b).

1 European Commission (2010a). Unfortunately, a thorough evalu-
ation of the gas retail markets is hindered by the lack of data for 
11 member states.



national gas markets of the EU member states are
still highly concentrated and inefficient, and a Eu-
ropean internal gas market is still far from becoming
a reality.

A further obstacle is the use by most member coun-
tries of direct end-user price controls – allegedly to
protect vulnerable consumers (see Table). The coex-
istence of an open energy market and regulated
energy prices is not exactly a rarity in the EU: in 15
of the 25 states presented in the Table, end-user price
regulation was in place for household consumers and
in 12 of the EU member states for non-household
consumers. In France, for example about one million
households and about half a million non-households
are supplied under regulated end-user prices. Where
price controls exist, the prices are set with varying
degrees of (in)transparency by political bodies.
While protecting vulnerable consumers from exces-
sive gas prices is surely important, there are far bet-
ter instruments to accomplish this, such as special
social benefit schemes that do not distort price signal
mechanisms.

Consumers themselves are also to blame. Although
every consumer is free to choose his supplier, the
switching rates are still typically very low. Switching
levels vary considerably across member states, with
countries like Denmark or Italy experiencing rela-
tively high rates, while most of the others show little
or no activity at all. At the large and medium-sized
industry levels the propensity to change the gas sup-
plier is much higher than at the household level. Ac-
cording to the results of the Eurobarometer survey
FL243,2 fully 80 percent of respondents had the
chance to switch suppliers, but only 7 percent did so.
One-third of the consumers surveyed chose not to
switch because “comparison of offers was very or
fairly difficult”. Two-thirds reported that in the peri-
od considered their gas prices had increased, and
fully 70 percent of those who did switch suppliers
obtained a lower price.

J. A.
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NEUTRALITY OF TAX SYSTEMS

Families can choose among different labour supply

options to procure a desired level of disposable income.

Tax systems are defined as “neutral” if they provide

equal incentives to work for both partners. Often, men

are the main earners in couple families. In practice,

therefore, this indicator is associated with gender equi-

ty in the distribution of paid work within households.

The nature of the tax unit is an important factor in

determining the extent to which tax systems favour

dual earner couples or single breadwinner families.

Under “joint” taxation systems, the marginal tax rate

of the second earner will be the same as the marginal

tax rate of the primary earner. If the taxation system

is progressive, this rate will be higher than the mar-

ginal rate for a single person at the same level of earn-

ings. This causes adverse incentives for the second

earner (most commonly the female partner) to parti-

cipate in the paid labour market. With progressive tax

rates, individual taxation means that a second earner

will be taxed less heavily than the primary earner for

the same level of additional earnings, implying that

couples can achieve higher levels of disposable in-

come by becoming a dual-earner family. Most OECD

countries have individual based tax systems, those

with joint tax systems are listed in Table 1.

The OECD uses tax models to simulate the effects

of the differences in tax systems across countries.

Table 2 summarizes the results of one of these simu-

lations. The Table shows how tax systems may affect

the distribution of earnings among spouses in couple
families. It looks at how couple families with incomes
of 133 percent of average earnings may best allocate
earnings among themselves. Three alternatives are
considered at two earnings levels:

1. “Single-earner couples” – one earner with 133 per-
cent of average earnings;

2. “Dominant dual-earner couples” – the main or
primary earner with an average or 1.5 times aver-
age earnings and a second earner with one-third
or half of average earnings; and 

3. “Equal dual-earner couples”– both spouses earn
the same, either average earnings or 67 percent of
average earnings.

For each of these cases, Table 2 shows how much
“net taxes” (the difference between taxes paid and
family and other benefits received) would be paid by
the household to the government. For example, at
133 percent of average worker earnings, the net trans-
fers for an Australian single-earner family amounts
to almost 18 percent of gross earnings, while this is 
5 percentage points lower for couples, both partners
having the same level of earnings. In other words, at
the given levels of household income, the Australian
tax system favours dual-earner couples over single-
earner families.

When looking at the net tax transfers, families have
to make to the government at the same earnings lev-
el (compare columns 1, 2 and 3 in Table 2), it appears
that the proportion of net transfers to the govern-
ment by families in most countries diminishes with a
more equal distribution of earnings across spouses.
In other words, most tax systems favour dual-earner
over single-earner couples. This is also shown in the
last column of Table 2 which presents the difference
in net transfers by single and equal-dual earner cou-
ples as a percentage of net transfers to government
by single earner couples. The majority of values are
positive which indicates that single-earner families
generally pay more in net transfers to the govern-
ment than equal dual-earner families with a similar
level of household earnings. In the Czech Republic,
Estonia, France, Iceland, Poland and the Slovak
Republic, the tax systems appear to be largely neu-
tral (within 5 percentage points either side of zero)
between dual and single-earner couples. Only in
Germany the tax system significantly favours single
breadwinner couples over dual-earner families.

On the whole, the calculations above indicate that
tax systems in most OECD countries provide strong

Table 1 

OECD countries with joint taxation or with an
option for joint taxationa)

Country Regulation holds for

Czech Republic Couples with children

France Families

Germany Married couples

Ireland Married couples

Luxembourg Married couples

Norway Optional

Poland Married couples

Spain Optional

Switzerland Married couples

US Married couples
a) Not included are countries with individual based
tax systems that exhibit some “joint elements”, such 
as tax reliefs and tax credits which are transferable
between partners. This is the case, for example, in
Denmark, Iceland and the Netherlands.

 Source: OECD (2009).



financial incentives for both adults in couples to
engage in paid work. These results vary with income
level and with the age and number of children.

S. F.
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Table 2 

Incentives to share paid work in OECD countries, 2008

Single-
earner
couples

Dominant
dual-earner

couples

Equal dual-
earner
couples

Difference in net
transfers to govern-

ment: single and
equal dual-earner

couples

 Gross income 133–0 100–33 67–67 133

1 2 3 4 (1–3)/1)*100

Australia  17.6   14.3  12.6   28.5

Austria  27.6   21.1  19.6   29.0

Belgium  30.2   26.2  27.1   10.4

Bulgaria  14.4   15.6  14.4   0.1  

Canada  17.8   15.4  13.6   24.0

Czech Rep.   4.8   6.4  4.9   -0.5

Denmark  35.9   33.5  33.4   7.0  

Estonia  8.5   8.5  8.5   0.1  

Finland   29.6   21.1  18.7   36.8

France  19.7  17.9  20.0   -1.7

Germany   27.5   28.9  28.9   -5.2

Greece   35.2   27.8  24.4   30.7

Hungary  32.9   22.9  17.8   45.9

Iceland  13.6   13.7  13.7   -1.1

Ireland  10.2   3.3  4.4   57.2

Italy  25.0   18.2  18.2   27.0

Japan   16.7   15.5  15.1   9.3  

Korea  12.8   9.5  8.8   31.5

Latvia  19.1   18.2  18.1   5.0  

Lithuania  20.0   17.3  17.3   13.6

Luxembourg  9.8   7.1  7.1   27.3

Malta  12.3   12.8  9.8   20.1

Mexico  10.7   0.9  -1.4  112.9  

Netherlands  28.4   23.1  22.4   21.2

New Zealand  15.7   11.2  9.7   38.1

Norway   27.5   22.7  21.7   20.9

Poland  19.0   18.3  18.3   3.7  

Portugal  15.9   11.8  11.8   25.3

Romania  24.5   21.6  21.3   13.2

Slovak Rep.  11.7   11.7  11.7   -0.2

Slovenia  20.2   18.7  19.6   3.0  

Spain  16.5   14.5  11.1   32.5

Sweden   27.4   18.9  18.3   33.3

Switzerland   11.8   10.4  10.4   12.2

Turkey   28.2   27.1  26.7   5.5  

United Kingdom  22.8   18.1  18.1   20.8

United States  12.0   12.0  12.0   0.0  

OECD  20.5   16.8  16.0   22.7

Note: The table shows how much net tax would be paid by couples with in-
comes of 133 percent of average earnings.

Source: OECD tax models.
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RENEWABLE ENERGY USE

AND POLICY TARGETS IN THE

EU

Increasing the use of renewable energy sources is
one of the key goals of European environmental pol-
icy. Renewable energy includes various sources such
as hydroelectricity, biomass, wind, solar and geother-
mal energy. Political efforts to promote a switch from
fossil fuels to renewables have increased in recent
years as a measure to reduce CO2 emissions and slow
down climate change. Adding renewables increases
energy security by broadening the energy mix and
reducing dependency on imported fuels. Also it is
hoped that supporting demand for renewable energy
will spur the creation of jobs, new technologies and
increase competition in the long run.

In 1997 The European Commission set out a goal
to increase the average share of renewable energy to
12 percent by the year 2010. Now, as a part of EU cli-
mate and energy policy (Directive 2009/28/EC), the
aim is to drive renewable energy up to 20 percent by
the year 2020. The new target is divided among the
member countries as shown in the Table.

The share of renewable energy in gross final energy
consumption in EU countries was 10.3 percent in
2008.1 Final energy consumption comprises three sec-
tors: heat production, electricity generation and trans-
portation. Currently renewable energy is used more
extensively in heat and electricity production. Re-
newable energy used in the transport sector
amounts to only 3.5 percent (Eurostat 2010b).

Biomass and hydroelectricity are the most important
sources of renewable energy. Currently other sources
such as wind, solar, geothermal and marine energy
make up only a marginal portion of supply; however,
their use is growing fast (IEA 2010).

Hydro energy makes up of 60 percent of electricity
generation from renewables. Wind energy and bio-
mass generate 21 and 17 percent of renewable elec-
tricity, respectively. Of renewable heat energy 81 per-

cent is generated from biomass, wood, waste and bio-
gas. In the transport sector renewables comprise bio-
gasoline and biodiesel that are blended with fossil
fuels (Eurostat 2010b).

EU member countries use renewable energy at very
different levels (Table). Differences between coun-
tries are due primarily to differences in the national
endowment of resources. For example, in heat pro-
duction Sweden, Finland and Latvia biomass is used
extensively due to a large forest paper industry which
generates wood, wood waste and other combustible

1 Gross final energy consumption is defined in Directive
2009/28/EC as the sum of final energy consumption, i.e., energy
delivered to industry for manufacturing processes, to the transport
sector, including international aviation, and to other sectors
(households, services, agriculture, etc.); consumption of electricity
and heat by the energy branch for electricity and heat generation
(own use by plant); and losses of electricity and heat in transmis-
sion and distribution (Eurostat 2010b).

Table

Share of renewable energy in gross final energy
consumption, in percent, 2006–2020 

2006 2007 2008
2020 

target

Sweden 42.7 44.2 44.4 49.0
Finland 29.2 28.9 30.5 38.0
Latvia 31.3 29.7 29.9 40.0
Austria 24.8 26.6 28.5 34.0
Portugal 20.5 22.2 23.2 31.0
Estonia 16.1 17.1 19.1 25.0
Denmark 16.8 18.1 18.8 30.0
Lithuania 14.7 14.2 15.3 23.0
Slovenia 15.5 15.6 15.1 25.0
France 9.6 10.2 11.0 23.0
Spain 9.1 9.6 10.7 20.0
Bulgaria 9.3 9.1 9.4 16.0
Germany 6.9 9.0 8.9 18.0
Slovak Republic 6.2 7.4 8.4 14.0
Greece 7.2 8.1 8.0 18.0
Poland 7.4 7.4 7.9 15.0
Czech Republic 6.4 7.3 7.2 13.0
Italy 5.3 5.2 6.8 17.0
Hungary 5.1 6.0 6.6 13.0
Cyprus 2.5 3.1 4.1 13.0
Ireland 3.0 3.4 3.8 16.0
Belgium 2.7 3.0 3.3 13.0
Netherlands 2.5 3.0 3.2 14.0
United Kingdom 1.5 1.7 2.2 15.0
Luxembourg 0.9 2.0 2.1 11.0
Malta 0.1 0.2 0.2 10.0

The indicator is calculated on the basis of energy sta-
tistics covered by the Energy Statistics Regulation. It
is an estimate of the relevant indicator described in
Directive 2009/28/EC, as the statistical system for
some renewable energy technologies has not yet been 
fully developed to meet the requirements of this Di-
rective. However, the contribution of these tech-
nologies is at the moment rather marginal.
The indicator presented is calculated with “SHARES”, an
informatics application developed by Eurostat and 
the national energy statistics authorities for the
calculation of renewable energy shares on the basis of
detailed national energy statistics covered by the
Energy Statistics Regulation. This application was
also used to transmit to Eurostat additional infor-
mation (where available) required for the calculation 
of renewable energy indicators not covered by the
Statistical Regulation. 

Source: CESifo DICE Database, data from Eurostat,
Data in Focus 30/2010, Luxembourg.



fuels. In electricity generation Sweden and Austria
benefit from hydro energy. Typically biomass and
hydro energy are very cost effective so they are used
where available.

Some countries have advanced towards their targets
by adapting new technologies early, but nevertheless
their share of renewables remains modest. For exam-
ple Denmark, France, and Germany have invested
heavily in wind power, but as it comprises only a
small part of total energy consumption, these coun-
tries show only an average ranking among member
countries (Table).

Renewable energy use varies considerably from year
to year. From the Table we can see that despite poli-
cies to increase the use of renewables, some coun-
tries have experienced drops in their share of renew-
ables. Some of this variation can be explained simply
by changes in weather. For example precipitation
affects river flows and therefore the availability of
hydroelectricity.

J. I.
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TUITION FEES IN EUROPE

2010/2011

This topic was discussed in the CESifo DICE Report
before (2005/3, 55–57, 2007/4, 56–58). But the tuition
fee regulations in Europe have changed again signif-
icantly. As of 2010/2011, 14 countries of 29 (present
EU countries plus Norway and Switzerland) are
charging tuition fees in public universities whereas in
2007/08, 18 of the selected 29 countries had tuition
fees (2005: 15 out of 27). In the meantime, Austria
has eliminated tuition fees for students who finish
their studies within the designated study time;
Hungary abolished all fees by referendum in 2008;
Greece eliminated tuition fees for Greeks and EU
citizens; and Slovenia also eliminated tuition fees for
graduate studies (undergraduate studies were al-
ready tuition free). In addition, the number of Ger-
man Länder that charge tuition fees fell in compari-
son to 2007/08. As in the past there are no fees for
national and EU/EEA-citizens in the Scandinavian
countries and for state universities in the Czech Re-
public, France, Ireland, Malta, Poland and Slovakia.
Cyprus, Denmark, France, Greece, Hungary, Ireland
and Malta charge tuition fees only for foreign stu-
dents. The Swedish government passed a law to ena-
ble a general tuition fee of EUR 97 per semester for
foreign students (non-EU/EEA or Switzerland citi-
zens) from autumn 2011 on. A special system has
been introduced in Lithuania: the new law on higher
education of 2009 introduced the “student’s basket”.
This is a higher-education-voucher provided by the
government. Students can use this voucher to pay for
public or private schooling. In private education in-
stitutions the student has to pay extra fees if the
tuition set by the private institution is higher than
the one set by the state, which is fixed to the tuition
amount that is covered by the voucher. The students
who do not get “student baskets” can get support with
the help of state-guaranteed loans. The students’ right
to receive a “basket” is based on their school results
(matura examination and study results), additional
points that candidates are given, candidates’ choice
priorities, other candidates’ choices, and additional
tests organised by higher schools.

Also – as was indicated in previous editions of this
journal – in 2010/2011 the regulations for tuition fees
in Europe vary considerably. In Luxembourg stu-
dents pay the same countrywide fee. But in the Ne-
therlands (for foreigners), Portugal, Belgium, Switzer-
land, and in Italy, the universities determine the fees.

In Spain the fees are regional and in some cases stag-
gered according to subject. In the United Kingdom
students in England, Northern Ireland and Wales are
required to pay GBP 3,290 p.a. in tuition fees;
Scottish students on the other hand can study free of
charge – only if they study in Scotland, however.

As observed in recent years the tuition fees in most
of Europe are considerably lower than in the US. In
the Netherlands, for example, fees amount to EUR
1,672 (2007/08: EUR 1,538; 2005: EUR 1,476) and in
Luxembourg the fee is EUR 100 per semester. The
tuition fees in the US average between USD 12,000
and 16,000 p.a. In Harvard graduate studies cost up
to USD 53,000 p.a. However, the range of fees at
public universities for national and EU citizens in
Europe is large and ranges from just EUR 200 per
study year in Luxembourg to more than GBP 25,500
(EUR 29,000) for graduate programmes at the UK’s
top universities, Oxford and Cambridge. Tuition fees
in Europe for foreigners or in private universities are
considerably higher and in some cases close to the
fees in the US. In Grand Écoles or private universi-
ties in France the tuition fees can amount for this
group to as much as EUR 34,000 per year. In Ireland
– where the universities are free for nationals and
EU citizens – foreigners from non-EU countries face
fees up to EUR 36,000 p.a., the highest fees in
Europe. Furthermore some countries charge differ-
ent fees for programmes not held in their national
language.A course held in, i.e., English or German in
Hungary or in English in the Czech Republic, Poland
or Slovakia, can amount up to USD 10,000 p.a., even
if there are no tuition fees otherwise.

In the countries where tuition fees are charged, the
governments offer loans or grants to help students
finance them (see the Table). For instance in the
United Kingdom, the fees are paid by a government
agency during the course of study and the graduate
has to pay it back after starting work and earning a
certain amount of money.

N. H.
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Table
Tuition fees in Europe 2010/11 

Tuition fees Remarks/exemptions

Austria None. Tuition fees of EUR 363.36 per semester
only for students who exceed the designated
duration of study courses by more than two 
semesters.
Fees for some private universities.

General tuitions fees abolished 2009.

Belgium Approx. EUR 600 p.a. (dependent on university
and course of studies)

Flanders: scholarships offered by
government, scholarships and loans offered
by universities.

Walloon: scholarships and low-interest loans 
are offered by the government.

Bulgariaa) Public universities: every year the government
sets a maximum number of student places. A
portion of them are allocated to the students who 
do not pay fees (“state quota”). For the remain-
ing places tuition fees range between BGL 100 
and 400 (EUR 50–200) p.a.
Foreigners: EUR 2,200–5,500 p.a. (depending on
university and course of studies).

Private universities set their own fees.

The government determines who and how
many students will receive scholarships or
student loans for public universities.

The government does not offer student loans
for private universities.

Cyprus None (non-EU foreigners max. EUR 6,830)

Czech Republic None
(for courses in English USD 3,000–10,000 p.a.)

Denmark None (non-EU foreigners: EUR 6,000–16,000 
p.a.)

Estonia EUR 1,023–6,730 p.a. (higher fees for some
programmes).
For exchange students: none.

The government offers a number of
scholarships.

Finland None

France Universities: none. Grand Écoles and private
universities: up to EUR 34,000 p.a. (for non-EU
foreigners)

Enrolment fees between EUR 160 and EUR
512 p.a.

Germany None in some Länder, in others between
EUR 100 and 500 per semester

In Länder with tuition fees a low-interest loan
offered that is paid back after completion of
the course of studies. Tuition fees have no
effect on Bafög (federally funded
scholarship).

Greece None for Greek and for foreigners from countries 
in which Greek students do not have to pay fees.
For other foreigners: fees set by universities

Grants offered.

Hungary None for Hungarian students. 
(for foreigners: fees set by universities).

Abolished by referendum in 2008.

Ireland None (non-EU foreigners: up to EUR 36,000
p.a.)

Italy Mind. EUR 750 p.a., universities set the fees. Students who receive a public loan based on 
need or a performance-related scholarship
are exempt from the fees.

Latvia EUR 1,400–8,900 p.a.
(non-EU foreigners pay EUR 2,800–8,900 p.a.)

Loans and scholarships are available.

Lithuania EUR 434–6,950 p.a. (set by universities).
Non EU-foreigners: EUR 1,000–5,000 p.a.

New system introduced 2009: student basket.
The students who received the best marks in
their tertiary education graduation exami-
nations study free of charge at a higher edu-
cation establishment of their choice; others
are granted access to studies upon creation of
an efficient system of state-funded loans.
No fees for students receiving an ERASMUS
scholarship granted by the EU.

Luxembourg EUR 100 per semester

Malta None (foreigners: EUR 1,250–1,500 per semester)

Netherlands EUR 1,672 p.a. Considerably higher fees – determined by the 
university – for students from non-EU
countries and those who do not have their
main residence in the Netherlands, Belgium,
Luxembourg or some German Länder.

Norway None
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(Table continued)

Tuition fees Remarks/exemptions

Poland Public universities: none
(except for courses held in foreign languages).

Private universities: EUR 4,000–14,500 p.a.

Portugal EUR 500 p.a. (private universities: EUR 150 per
month)

Romania EUR 375–2,000 p.a. for public and private
universities.
Foreigners: Depending on course of studies

between USD 3,200 and 7,600 p.a.

Government scholarships for students with
good academic performance and in cases of
need.

Slovak Republic None (for courses in English or other foreign
languages USD 5,000–8,000 p.a.).

Slovenia Public universities: none. Private universities
EUR 2,000 to more than EUR 10,000 p.a.

Scholarships and grants available.

Spain Public universities: dependent on region and course
of studies between EUR 550 and EUR 900 p.a.
Private universities: up to EUR 6,000 p.a.

Fees are reduced for students from large 
families.

Sweden None (from autumn 2011 general fees of EUR 97 
per semester for non-EU/EEA foreigners)

Switzerland EUR 750–3,001 p.a. (for foreigners up to

EUR 6,002 p.a.)

The universities set the fees.
The cantons set the requirements for grants.

United Kingdom Public universities in England/Wales/ Northern

Ireland (NI): up to GBP 3,290 p.a.
Private universities and graduate programmes: up

to GBP 25,500 p.a.
Scotland: none.

England/Wales/NI: universities set fees. There
is a Student Loan for Fees to cover these costs.
After completing the course of studies and
taking up work the graduate repays these
loans. This is done only after earning an income
of GBP 15,000 p.a. The amount paid monthly
depends on the income of the graduate.
A massive increase in the fee is set for the
year 2011/2012.
Scotland: tuition fees are paid by the Student
Awards Agency.

Russiaa) 15% of students at public universities pay fees
(those who are working towards a second degree or
did not quite fulfil the entry requirements). The
amount is geared to the market value of a program
and the prestige of the institution rather than to
the actual costs. Fees vary depending on university
and course of studies between USD 2,500 and
8,000 p.a.

Government scholarships and student loans are
available.

United States Universities and colleges set the fees. These vary
from USD 2,000 p.a. (community colleges) to over

USD 53,000 p.a. (graduate programmes in
Harvard). The average amount is between

USD 12,000 and 16,000 p.a.

A broad range of loans and scholarships are
available.

a) 2007/2008.

Sources: http://www.studieren-in-holland.de/index.php?idcat=25&idlang=1, accessed 13 Oct. 2010; Deutscher
akademischer Austauschdienst (www.daad.de), accessed 13 Oct. 2010;
Bundeministerium für Wissenschaft und Forschung (www.bmwf.gv.at/), accessed 13 Oct. 2010; www.directgov.uk ,
accessed 13 Oct. 2010;
Student Awards Agency of Scotland (http://www.student-support-saas.gov.uk/), accessed 13 Oct. 2010; University of
Oxford (http://www.ox.ac.uk/feesandfunding/fees/information/universityrates/201011graduateresearchprogrammes/),
accessed 13 Oct. 2010;
http://www.smartestonia.ee/, accessed 13 Oct. 2010;
Schweizerische Rektorenkonferenz (CRUS) (http://www.crus.ch/information-programme/studieren-in-der-
schweiz.html), accessed 13 Oct. 2010;
Eurydice (www.eurydice.org), accessed 13./14. Oct. 2010;
Education Ireland (http://www.educationireland.ie/study-advice/tuition-fees.html), accessed 13. Oct. 2010;
Harvard University (http://www.harvard.edu/), accessed 13 Oct. 2010;
www.studyindenmark.dk, accessed 13 Oct. 2010;
EuroEducation.net, Study in Europe (http://www.euroeducation.net/), accessed 13 Oct. 2010;
www.college-contact.com/wissen/studienfuehrer/bulgarien.htm, accessed 13 Oct. 2010;
Education in Russia (http://www.russia.org.my/education/), accessed Oct. 2007;
Latvijas Universitate (http://www.lu.lv/eng/istudents/degree/fees/full-time-degree-studies/), accessed 13 Oct. 2010;
http://www.kooperation-international.de, accessed 14 Oct. 2010;
CMEPIUS (http://www.cmepius.si/en/about-slovenia/study-in-slovenia/how-much-will-my-tuition-fee-be.aspx), accessed
14 Oct. 2010;
http://www.studyinsweden.se/Home/News-archive/2010/Tuition-fees-from-2011/, accessed 14 Oct. 2010.



NEW AT DICE DATABASE

Recent entries to the DICE Database

In the months December 2010, January, February,
March and April 2011 the DICE Database re-
ceived about 440 new entries, consisting partly of
updates of existing entries and partly of new topics.
Some topics are mentioned below:

• Anti-discrimination laws
• Competition policy
• Control of corruption
• Democracy index
• Energy taxes
• Government energy R&D expenditures
• Mandatory public old-age pension schemes
• Monetary assistance to families
• Policies to support renewable energies
• Regulation of capital transactions.

FORTHCOMING CONFERENCES

CESifo Area Conference on Employment and
Social Protection 2011
21 May 2011, in Munich

The purpose of the workshop is to bring together
CESifo members to present and discuss their ongo-
ing research, and to stimulate interaction and co-
operation between them. The focus is on the do-
mains employment and social protection.The former
including, in particular, issues of the organisation of
labour. The latter domain, in turn, includes not only
governmental institutions of the welfare state, but
also other non-governmental institutions of the wel-
fare society.

Scientific organizer: Kai A. Konrad

Taxation, Transfer and the Labour Market

16–17 June 2011, at the Université catholique de
Louvain in Belgium

Particular emphasis of the workshop will be placed
on such topics as optimal redistributive taxation, tax-
ation and labour market participation, optimal social
insurance and taxation in an imperfect labour mar-
ket. The keynote lecture will be delivered by Robin
Boadway, Queens University.

Scientific organisers: Christian Holzner,Andrey Launov,
Bruno Van der Linden

Globalization and Labour Market Outcomes
23–24 Juni 2011, at the International Labour Office
in Geneva

This workshop is co-sponsored and co-organized
by the International Labour Organization, the World
Bank, CESifo and EFIGE. It will bring together
leading economic researchers from the theoretical
and empirical sides of the discipline to stimulate
interaction and instigate innovative research that
combines new theory with new empirics.

Scientific organisers: Sascha O. Becker, Marc-
Andreas Muendler

NEW BOOKS ON INSTITUTIONS

Environmental Tax Reform (ETR), A Policy for
Green Growth
Paul Ekins, Stefan Speck 
Oxford University Press (May 2011)

The Concrete Euro – Implementing Monetary
Policy in the Euro Area 
Paul Mercier, Francesco Papadia 
Oxford University Press (March 2011)
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DICE
Database for Institutional Comparisons in Europe

www.cesifo-group.de/DICE

The database DICE was created to stimulate the political and academic
discussion on institutional and economic policy reforms. For this purpo-
se, DICE provides country-comparative information on institutions, re-
gulations and the conduct of economic policy.

To date, the following main topics are covered: Business and Financial
Markets, Education and Innovation, Energy and Natural Environment,
Infrastructure, Labour Market and Migration, Public Sector, Social Po-
licy, Values. Information about Basic Country Characteristics is pro-
vided for the convenience of the user.

The information of the database comes mainly in the form of tables 
– with countries as the first column – but DICE contains also several 
graphs and short reports. In most tables, all 27 EU and some important
non-EU countries are covered. 

DICE consists primarily of information which is – in principle – also
available elsewhere but often not easily attainable. We provide a very
convenient access for the user, the presentation is systematic and the
main focus is truly on institutions, regulations and economic policy con-
duct. Some tables are based on empirical institutional research by Ifo
and CESifo colleagues as well as the DICE staff.

DICE is a free access database.

Critical remarks and recommendations are always welcome. 
Please address them to 
poutvaara@ifo.de
or 
hoffmann@ifo.de
or
rohwer@ifo.de
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